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Ownership Notice 

Stromasys SA, Geneva, Switzerland, owns all rights, including proprietary rights, 

copyrights, trademarks, and world-wide distribution rights to a methodology for the 
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is governed by a license allowing the execution of the software on a single computer 

system. The CHARON-VAX license does not transfer ownership of the CHARON-VAX 
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or reverse engineer the CHARON-VAX binary or source code.  Possession and use of the 

software described in this publication is authorized only pursuant to a valid license. 

Stromasys SA makes no representations that the use of the CHARON-VAX software as 

described in this publication will not infringe on existing or future patent rights, nor do the 

descriptions contained in this publication imply the granting of licenses to make, use, or 

sell equipment or software in accordance with the description. 

Trademarks 
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OpenVMS are trademarks of HP Computer Corporation. Windows is a registered 

trademark in the United States and other countries, licensed exclusively through Microsoft 

Corporation, USA. Pentium is a registered trademark in the United States and other 

countries, licensed exclusively through Intel Corporation, USA. Athlon and Opteron are 

registered trademarks of Advanced Micro Devices. All other trademarks and registered 

trademarks are the property of their respective holders. 

Life support applications 

The CHARON products of Stromasys SA are not designed for use in systems where 

malfunction of a CHARON product can reasonably be expected to result in a personal 

injury. Stromasys’ customers using or selling our CHARON products for use in such 

applications do so at their own risk and agree to fully indemnify Stromasys SA for any 

damages resulting from such improper use or sale.
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This manual 

Stromasys SA is building computer system virtualization products since 1999. 

The CHARON-VAX product line, which provides VAX hardware functionality as 

a virtualization layer on industry standard servers, have followed a development 

path comparable to the original DIGITAL VAX hardware. From a 16 MB 

MicroVAX system introduced in the year 2000, our virtual VAX family added 

many models, culminating in a 6 CPU, 3GB VAX 6660 with a performance 

three times the largest VAX system ever designed by Digital Equipment 

Corporation, supporting more than 100 TB of disk storage. 

This manual describes the next major release of VAX 6000 virtualization 

platforms: The ability to add virtual CI clustering using standard TCP/IP 

interconnects. With TCP/IP based routing capabilities, these products can 

create Wide Area Network Clusters with up to 224 virtual VAX nodes, 

functionally identical, and binary compatible with the classical OpenVMS CI 

clusters. 

For even higher performance, CHARON-VAX/66X0 can be clustered to deliver 

a system performance exceeding existing VAX DSSI or CI clusters, as Oracle 

RdB benchmarks show. With this technology, it is possible to replace large VAX 

data centers with a single rack of modern servers. 

To get the best performance from the CHARON-VAX/66X0 virtualization layer, 

it is essential to use a high performance Windows host system.  This manual 

provides the guidelines for host system selection, CHARON-VAX installation 

and operation. 

The products covered in this manual are: 

CHARON-VAX/6610, a 1 GB, single CPU VAX 6600 replacement. 

CHARON-VAX/6620, a 2 GB, dual CPU VAX 6600 replacement. 

CHARON-VAX/6630, a 3.5 GB, triple CPU VAX 6600 replacement 

CHARON-VAX/6660, a 3.5 GB, sextuple CPU VAX 6600 replacement 

Note: The full 3.5GB is only available on a Windows 64 bit platform. On a 

Windows 32 bit platform the limit is 2 GB.
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1 Overview 

Modern software operating systems contain a hardware abstraction layer or 

HAL. The HAL creates a software layer on top of the hardware to "virtualize" 

the functionality of the hardware components. The CHARON-VAX/66X0 

products are essentially HALs of complete VAX 6000 systems, including the 

VAX I/O devices. They are mathematically precise models of VAX 6000 

hardware, and contain modules of VAX 6000 CPUs, the console subsystem, 

the XMI bus and I/O adapters, disks and tapes. 

After installation of CHARON-VAX on a host platform, it provides an exact 

model of a working VAX system. On this 'virtual' system you install your VAX 

operating system and VAX applications, just like you had bought new VAX 

hardware. No conversion or sources is needed, and you boot your VAX system 

as usual. The CHARON-VAX systems execute the same binary VAX code and 

the same I/O drivers as on the original hardware. Their exact compatibility 

means that we test this with the original VAX hardware diagnostics. 

What you obtain is a VAX, typically running at a faster speed and with a 

significantly smaller footprint, service cost and electricity bill. An additional 

advantage of CHARON-VAX over VAX hardware is the scalability with its host 

system. The CHARON-VAX performance is proportional to the host system 

performance, and every time you move to a faster host system your ‘virtual 

VAX’ will also get faster. 

This manual covers: 

•••• The selection of a suitable host system, essentially a Windows SMP server 

configured for the specific requirements of a CHARON-VAX/66X0 product. 

Each product has its optimal host platform to get the best VAX system 

performance. Ask Stromasys SA or one of its Resellers for configuration 

details if you have specific system requirements. 

•••• The installation process of the CHARON-VAX product, which is not 

significantly different from the installation of any other Windows application. 

•••• The CHARON-VAX configuration settings that allow you to specify the VAX 

6000 SMP system configuration of your choice. 

•••• The VAX software installation process is not described in detail, since it is 

identical to VAX hardware, and your VAX software documentation applies. 

Solutions are provided to transfer the contents of the existing VAX system 

and user disks, avoiding a complete system re-installation in many cases. 
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Like hardware VAX systems, CHARON-VAX can be used with multiple VAX 

operating systems. The largest application area is VAX/VMS however, and 

VMS operation notes are provided in an appendix. 
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2 Host system selection 

This chapter describes the minimum hardware and software requirements the 

host system must meet for the CHARON-VAX/66X0 virtualization layer to work 

properly. Some requirements are checked during installation and/or execution 

time. If these limits are not met, CHARON-VAX/66X0 will simply not install or 

operate. Other limits are 'soft' and invoke a performance reduction ('safe mode') 

as described elsewhere in this manual. 

2.1 Host operating system 

The CHARON-VAX/66X0 virtualization layers are designed for a Windows™ 

server platform, requiring Windows 2003/2008 server Standard or Enterprise 

edition (or Windows XP for single and dual VAX CPU versions) or Windows 

Vista in either a 32 bit or a 64 bit version (64 bit platform is required for 3.5 GB 

emulation). 

Note that Windows cluster software is not required nor used, even if multiple 

CHARON-VAX/66X0 systems are configured as a direct replacement of the 

original VAX CI clusters. 

Not supported as host operating system are Windows 2000 Server, Windows 

2000 Professional and earlier versions (although CHARON-VAX might operate 

correctly in some configurations with these earlier versions). 

2.2 Host system hardware 

CPU selection 

The CHARON-VAX/66X0 products require a multi-processor host system for 

their operation. The host system must have a physical CPU for each VAX CPU, 

for instance 6 CPUs for a VAX 6660 virtualization. In addition one additional 

host CPU must be available for 'housekeeping' tasks. The recommended host 

configurations for the specific CHARON-VAX/66X0 products are as follows: 

• CHARON-VAX/6610 creates a single CPU VAX 66X0, on a host system 

with two physical CPUs. For example a Intel Core i or Core 2 3.0 GHz or 

dual AMD Opteron server; the average VUPs (VAX Unit of Performance) 

number measured on the latter system is 85. 

• CHARON-VAX/6620 and CHARON-VAX/6630 create a two respectively 

three CPU VAX 6600. As 3 CPU host systems are extremely rare, these 

products are designed for the HP Proliant DL580, the dual Intel Core 2 Duo 

CPU system, or HP Proliant DL585 or the 4 CPU Opteron systems. The 
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average VUPs performance measured on such systems is around 130 

respectively 238. 

• CHARON-VAX/6660 creates a six CPU VAX 6660. This product is designed 

for the HP Proliant DL580, with 4 Intel Core 2 Duo CPUs system, or the HP 

Proliant DL585 system, with 4 DUAL-CORE Opteron CPU’s. The average 

VUPs performance measured on such system can range between 450 and 

700 depending on host processor type. 

The absolute minimum host CPU speed for correct operation is 1400 MHz. For 

predictable VAX performance the host system must be dedicated to the 

CHARON-VAX virtualization layer, with the possible exception of a co-resident 

VAX console terminal or X-terminal emulator. 

Host system memory 

The minimum host memory size depends on the amount of VAX memory that is 

requested from the VAX virtualization layer. As a rule of thumb, the minimum 

host memory is the amount of VAX memory + 1.5 GB, with a minimum of 2 GB.  

The maximum amount of VAX memory that can be created in the CHARON-

VAX/66X0 products and is supported by OpenVMS/VAX is 3.5 GB. Up to 2 GB, 

either a 32 bit or a 64 bit version of Windows XP,Windows 2003/2008 server or 

Windows Vista can be used, but > 2GB VAX memory requires a 64 bit 

operating system. For details, see the VAX memory size specification in 

chapter 5. 

Disk storage 

The CHARON-VAX/66X0 virtualization layer requires approximately 3 MB disk 

space, not counting any (virtual) VAX disks. VAX disks can have the form of 

physical disks (locally or on an external storage subsystem) or VAX disk 

images, which are standard Windows files. When VAX disk images are used to 

represent VAX disk drives, the disk image files have the same size in MB as the 

equivalent VAX disk hardware, irrespective of their degree of utilization. 

When physical disks are used for the virtual VAX, these disks are connected as 

SCSI devices to the host platform (local, via Fibrechannel or iSCSI), 

irrespective of the disk architecture configured in the VAX environment (that 

could for instance be an MSCP drive). These physical disks are formatted by 

the VAX operating system and cannot be used by the host system. 

There is no supported way to electrically connect a hardware CI storage 

network to the CI component of the CHARON-VAX/66X0 virtualization layer. 

Since the I/O throughput of the hardware CI network is an order of magnitude 

lower than the CI / HSG50 virtualization, such connection would seriously 

degrade the CHARON-VAX/66X0 I/O performance, if it was possible at all. 
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Ethernet adapters 

In CHARON-VAX/66X0, each VAX Ethernet adapter has its own device 

virtualization placed on top of a dedicated physical Ethernet adapter. The 

adapter must support dynamic MAC address changes (in essence does not 

require a reboot of the host system to reload a MAC address), which is the case 

with most modern adapters. The requirement for dedicated Ethernet adapters 

has two reasons: 

• A host system protocol of the same type (e.g. TCP/IP) would interfere with 

the same protocol running on its virtual instance. 

• For security reasons, the virtual network adapter uses special code that 

excludes access from the external network to anything but the Ethernet 

drivers running on the virtual VAX system. This prevents penetration of 

malicious code into the host system from the external network. 

The only exception to this rule is when the host system uses iSCSI services, in 

which case a dedicated LAN with a separate adapter for the iSCSI storage 

services is recommended. 

Other host system requirements 

The host system must provide a USB port for the USB license key. The license 

key is used constantly by CHARON-VAX during operation; it is recommended 

to connect the key directly to the system USB hub and not via an external USB 

hub which can cause access problems. Key disconnection causes termination 

of operation within a few minutes. Note that a quick reconnection of the key 

might not cancel termination. 

The CHARON-VAX/66X0 virtualization layer interacts in several areas directly 

with the host system hardware. Where possible without compromising 

reliability, virtual peripherals are 'mapped' through Windows drivers to the local 

hardware. Some host peripherals that work in Windows will not function 

correctly with the CHARON-VAX/66X0 layer. Examples are Ethernet adapters 

that cannot change their MAC address without a power cycle and some classes 

of peripherals connected to the host system via USB or Firewire connections.  

External SCSI devices (i.e. tapes and disks) are accessed directly by the VAX 

Operating System drivers and do not need the installation of a Windows driver 

(legacy VAX devices like a TK50 tape drive for example), although they can 

operate trough a Windows driver if that one is available. 

2.3 General performance considerations 

The configurations referred to earlier in this chapter were the target systems 

used for best performance during product design. The functionality of the VAX 

virtualization layer is the same (in essence an accurate model of the 
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corresponding VAX system) for every host platform that meets the minimum 

requirements. The effective VAX system performance delivered by CHARON-

VAX/66X0 depends on the host system. This allows for instance CHARON-

VAX/6630 to meet or exceed VAX 7760 performance when executing on an HP 

DL585, hence its use is appropriate for VAX 7000 systems as well. 

For lower performance requirements, CHARON-VAX/66X0 can be used on 

smaller platforms. Since each of the virtual VAX components puts its own 

requirements on the host system, it is important to look at your specific 

requirements before deciding what type of host system to use. 

Experience shows that the three main areas of performance consideration are: 

VAX CPU performance, disk I/O speed and network connections:  

VAX CPU performance 

The component in the virtualization layer that creates a VAX CPU runs several 

concurrent tasks using a complex proprietary algorithm (Advanced VAX CPU 

Emulation - ACE) to optimize performance. If insufficient host processing 

capacity is available, ACE runs in 'safe' mode and reaches only 25 - 30% of its 

nominal performance. 

Above 2 GHz host CPU frequency, the memory bandwidth and latency 

becomes an important virtualization layer performance factor in the current I86 

or AMD64 architecture. Important parameters are host cache memory size (the 

larger the better) and host memory latency (the lower the better). Also the VAX 

CPU floating point performance is quite dependent on the host CPU design. 

The multiple ACE processes that run in the virtualization layer require a 

significant amount of host system memory, as specified earlier in this chapter.  

If momentarily less host memory is available, possibly because another 

application would be started on the same host system, the ACE process 

becomes less effective and can shut down completely, reducing the VAX CPU 

performance. Hence concurrent operation of the CHARON-VAX virtualization 

layer  with other applications on the same system is not recommended. 

Disk I/O subsystem 

VAX Disk I/O throughput scales with the host I/O bandwidth and can exceed 

that of hardware VAX66x0 systems with an order of magnitude. In general disk 

I/O is rarely a bottleneck, the VAX 6000 virtualization layer can support 100's of 

disks and virtual disks. 

Network connections 

On a high performance host platform the virtual VAX 6000 XMI Ethernet 

adapter operates much faster than its hardware 10 Mbps counterpart, but it will 
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not always reach the full 100 Mbps throughput of modern adapters. 100 Mbps 

host adapters can be used in most cases, and multiple adapters can be 

configured. 

The use of multiple adapters will not increase aggregate throughput beyond 

that of a single 100 Mbps host adapter. Dropping incoming packets due to 

temporary overload is acceptable (it happens on hardware VAX systems as 

well) if the communications protocol can retransmit lost packets in time. For 

sensitive protocols, for example the communication between instances of the 

OpenVMS distributed lock manager, configuring a separate Ethernet link or 

using CI emulation reduces the risk of critical packet loss.  

Enhancing virtualization layer reliability 

CHARON-VAX/66X0 executes a number of interrelated processes that each 

need sufficient host system performance to provide a stable system. At several 

levels it protects itself against a lack of host system capabilities: 

• If the frequency of any of the host CPUs is below 1400 MHz, CHARON-

VAX/66X0 will not install. If an installed executable is started on a system 

below that frequency, execution will terminate. Note that laptop or desktop 

systems in low power mode often reduce the clock frequency of their 

CPU(s) below their rated speed. 

• If the number of host CPUs is less than required, execution falls back in 

safe mode, reducing the performance by a factor of 3 - 4, and limiting 

network throughput. In a severe situation, some VAX CPUs will not start, or 

the virtual layer shuts down completely. 

• When insufficient VAX memory can be locked in physical host memory, safe 

mode is entered to reduce memory requirements. Below a critical size the 

virtualization layer shuts down. 

• Additional host system load due to other applications running concurrently 

can prevent timely access to the USB license key, causing CHARON-

VAX/66X0 not to start or to shut down. 

• It is possible to run two or more CHARON-VAX/66X0 virtualization layers on 

the same host system, depending on the license. 

(As far as possible, a lack of host system resources is reported in the 

CHARON-VAX log file). 

For production use, CHARON-VAX/66x0 should use a dedicated host system. 

Windows host system network services and a number of other Windows 

services are not needed. To increase system security and reliability it is strongly 

recommended to disable these services, see Appendix B for a list. 
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3 VAX hardware compatibility 

The CHARON-VAX virtualization layers are tested with AXE, the VAX 

architecture compatibility verification tool originally used by Digital Equipment 

Corporation in the design of VAX hardware. Compaq/HP has verified that the 

CHARON-VAX AXE test results correspond to correctly functioning VAX 

hardware. HP provides VMS and layered product licenses for the transfer from 

a hardware VAX to CHARON-VAX; see this web page: 

http://h71000.www7.hp.com/openvms/sri-charon-vax-emulator.html 

When CHARON- VAX is running on Compaq/HP products, the transfer licenses 

maintain the HP OpenVMS/VAX and layered software warranties. 

The VAX components represented in CHARON-VAX/66X0 are designed to 

operate like their hardware equivalents. In addition to AXE, we use VAX 

hardware diagnostics to verify that a virtual VAX component indeed 

corresponds to its hardware. To avoid adding unnecessary complexity, the  

virtual components do not include diagnostic logic that was not used in normal 

hardware operation. Where possible without compromising compatibility, the 

virtual devices were 'redesigned' to avoid hardware limitations. For example the 

virtual VAX 6000 supports 1 and 2 GB XMI memory modules, which never 

existed in hardware, to save XMI slots. 

The purpose of VAX 66X0 virtualization is to replace VAX hardware, and any 

VAX operating system or binary application that runs on VAX 6000 hardware 

can be executed this way. Given the predominance of certain VMS versions, 

specifically VMS 5.5-2H4, 6.2 and 7.3 were tested. 

Since the performance of a virtual VAX 6000 depends on the host system 

hardware, its components operate at a different speed (usually faster) 

compared to the equivalent VAX hardware. This is similar to moving a VAX 

operating system and its applications to a VAX with faster hardware 

components. The VAX operating system will schedule the various application 

requests as before and applications will simply complete faster. Virtual real-time 

components, for instance the VAX system clock, receive the correct timing 

interrupts and will operate as expected, provided the host system meets the 

specified minimum system requirements. 

Every effort has been made to handle unusual VAX coding sequences 

correctly. Self-modifying VAX binary code, as is used in Oracle RdB, is part of 

the verification tests and executes correctly. Note that (generally undesirable) 

coding techniques like using NOOPs for software delay loops can give 

unexpected results as the virtual VAX CPU executes NOOPs very fast.  
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4 Installing CHARON-VAX/66x0 Plus 

Before installing CHARON-VAX/66X0 Plus for Windows 

1. Make sure your system is brought to the latest Service Pack and security 

patch level. 

2. Make sure that your system configured as a standalone server and not as a 

part of a Microsoft domain. 

3. Make sure that unnecessary Windows services are switched off according 

to the STROMASYS SA application note #33 (a full list of the Application 

Notes is available on the STROMASYS SA web site: 

http://www.softresint.com/charon-vax/app_notes.htm#an)  

4. Make sure that Microsoft .NET Framework version 3.5 is installed on the 

system. If not the installation procedure will install it automatically. 

The CHARON-VAX distribution kits contain a packing list, a CD with the 

installation software, and a numbered CHARON-VAX USB license key. 

Additional CDs with VAX disk images might also be included. The packing list 

specifies the exact contents; if you find that something is missing, please 

contact Stromasys SA or your Reseller. 

The CHARON-VAX/66X0 installation CD includes the release notes and User 

Manual. We recommend that you read the release notes before starting the 

installation of CHARON-VAX/66X0. The release notes may indicate changes to 

the documentation, software or installation procedure since the release of this 

manual. 

Your CHARON license key is numbered and represents the full value of 

your CHARON-VAX/66X0 product purchase. It will not be replaced free of 

charge when lost; we recommend that you establish an appropriate 

security procedure for this high value item. 

In the very unlikely case that the CHARON key fails, guard it carefully and 

contact Stromasys SA for replacement and recovery of its internal information. 

For very high availability requirements a runtime limited standby key can be 

purchased. 

To execute the license key driver installation and CHARON-VAX/66X0 

installation you must be logged in as local Administrator or as a user having 

local administrator rights. 

4.1 License key driver installation 

As the installation of CHARON-VAX/66X0 is managed by the CHARON license 

key, its driver must be installed first. Insert the CHARON-VAX/66X0 installation 

CD in the CD drive of your Windows system. Do not connect the CHARON 
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license key yet. The Installation tool (InstallShell.exe) is started automatically if 

you have autorun enabled on your system. If the menu does not appear, 

double-click InstallShell.exe in the top directory on the CD. 

The following dialog will appear: 

The products marked with red cannot be installed on the systems because of 

the hardware requirements. It’s possible to get more details by pointing by the 

cursor at the target product name in the list. 

Press Next to continue. 

In the following dialog select the directory that will be “CHARON base”. Since 

this moment this directory will be used to store all the CHARON products – the 

being installed and future ones: 



 

 11�  

Unless directed elsewhere, the installation tool will place the software in the 

directory C:\Program Files\CHARON if there is enough space on the disk C:. 

Otherwise the installation directory will be located at one of other available 

drives – in this case it will look like <X>:\CHARON, where X is the first drive 

containing enough space for the installation.  

It is possible to change the CHARON base if it is really required. The CHARON 

Release Notes is describing the way it can be done (it depends on particular 

CHARON release). 

Press “Next” once the directory is set. 

After successful installation of the Microsoft .NET Framework version 3.5 (if 

required) and the HASP/Hardlock driver insert the license key in a USB port so 

that the rest of the installation can proceed. The CHARON-VAX USB license 

key must be permanently connected during the use of the VAX 66X0 

virtualization layer. 

Note 1: If you inserted the Hardlock license key before its driver is installed, the 

Windows operating system will automatically look for the USB driver. In that 

case proceed as follows: 

� Cancel the Windows initiated driver installation. 

� Browse the subdirectory 'Hardlock' of the CHARON-VAX/66X0 

installation CD, which contains the "hldrv32.exe" driver installation utility. 

Double-click on this file to install the driver. 
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� Once the USB driver is installed, continue with the CHARON-VAX/66X0 

installation procedure. 

� If there is a driver installation problem, check the web page: 

 "http://www.aladdin.com/support/hardlock/downloads.aspx" 

for the latest version of "lhdrv32.zip" 

Note 2: If you inserted the HASP license key before its driver is installed, the 

Windows operating system will automatically look for the USB driver. In that 

case proceed as follows: 

� Cancel the Windows initiated driver installation. 

� Browse the subdirectory 'hasp_install' of the CHARON-VAX/66X0 

installation CD, find the HASP_SRM_driver file, which contains the 

"haspdinst.exe" driver installation utility). Open up Windows console 

(Start->Run->cmd.exe), switch to the directory containing the HASP 

driver installation procedure and execute the command “haspdinst --

install”. 

� Once the USB driver is installed, continue with the CHARON-AXP/66X0 

installation procedure. 

� If there is a driver installation problem, check the web page: 

 "http://www.aladdin.com/support/hasp/vendor.aspx#latestDD " 

for the latest version of "haspdinst.exe" 

 

In other subdirectories of the CHARON-VAX/66X0 installation CD, you will find 

Release notes, Documentation (the PDF version of this manual) and 

Application notes. 

4.2 Installing the CHARON-VAX/66X0 files and components  

a. Select components to be installed, including network driver. It’s 

recommended to leave default selections untouched unless you have 

certain reasons to additionally deselect some components.  
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 Click Next. 

b. See the progress of the installation.  Click Finish upon completion. The 

installation procedure may ask a confirmation to replace certain files if 

they already persist on the system in the CHARON base folder and have 

later date of modification than the files to be installed. The option are 

“Yes”, “No” or “Yes to All”/”No to All”. 

If the installation tool reports success and no other users than the account that 

just ran the installation should run CHARON-VAX, proceed with reboot (notice 

that the installation procedure has added the current user to the CHARON-GRP 

user group). 

If additional users should be able to run the virtualization layer do the following: 

a. Uncheck "Reboot the system" checkbox to avoid rebooting 

b. Open up "Start->Programs->Administrative Tools->Computer 

Management->Local Users and Groups->Groups->CHARON-GRP", 

c. Add the desired user with a right click and choose "Properties, Add". 

d. Reboot the system. 

Unless directed elsewhere, the default installation location is the directory 

C:\Program Files\CHARON\Build_xxxxx (Win32) and C:\Program Files 

(x86)/\CHARON\Build_xxxxx (Win64). A start menu item is installed and a 

shortcut is added to the desktop, if so requested. 
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4.3 Configuring network adapters for CHARON-VAX/66X0. 

During the installation procedure, a CHARON specific NDIS5/NDIS6 packet 

protocol driver has been installed. Since CHARON-VAX/66X0 requires a 

dedicated host Ethernet adapter for each virtual VAX Ethernet adapter that you 

want to create, for each adapter that is dedicated to CHARON, please follow 

the following steps: 

1. Disable all network protocols except the CHARON NDIS5/NDIS6 driver on 

each of the adapters you want to use for CHARON-VAX. You might use no 

adapters or several adapters with CHARON-VAX. 

2. Insert those adapter name(s) in the CHARON-VAX/66X0 configuration file.  

If the host system has only one network adapter, dedicate this adapter to 

CHARON-VAX/66X0 to prevent simultaneous use of the adapter by the 

Windows host system and CHARON-VAX/66X0, which will cause protocol 

errors (unless your VAX  does not require networking at all). 

For any operations relevant to CHARON networking please use specific tool 

called "Network Control Center" (NetDiag.exe). It helps to install/remove 

drivers, do all required configuration, etc. Please refer to the Utilities manual for 

more details. 

4.4 Configuring the VAX virtualization layer 

After installation you must edit a configuration script for the virtual VAX 66x0 

and install a VAX operating system, for instance VAX/VMS. The configuration 

procedure is described in the next chapters. 

4.5 De-installation of CHARON-VAX/66X0 

You can remove CHARON-VAX/66X0 using the CHARON installation tool. It 

can be called from the standard place:  

Start > Settings > Control Panel > Add/Remove programs. 

 

4.6 Default installation 

File locations 

The default Windows installation folder (Win32) for CHARON products is 

"C:\Program Files\CHARON". The default installation puts the following files in 

the default installation folder: 

Build_xxxxx folder contains the vx66X0.exe and its associated DLLs,  the 

default configuration file vx6k6X0.cfg, etc. 



 

 15�  

Utilities_1.x.xxx folder contains CHARON Launcher, The CHARON service 

manager, the SCSI CHECK Utility, CHARON Network Control Center, DECtray 

Utility and CHARON Problem Report Mailing Utility. 

Drivers folder containing the CHARON Network drivers. 

Start Menu 

A Start menu item Program –> CHARON -> CHARON-66<x>0 version 4.0.xxx 

is added, with the following submenu items: 

• VAX 66<x>0 emulator starts the CHARON-VAX/66X0 virtualization layer 

with the default configuration file. 

• Utility folder contains various CHARON utilities and reporting tools (check 

the CHARON utilities manual for the details). 

Desk-top icon 

During installation a shortcut "VAX 66<x>0 emulator" is placed on the desktop. 

This starts the CHARON-VAX/66X0 virtualization layer with the default 

configuration file.
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5 Configuring the virtual VAX 66X0 

5.1 The VAX 6000 system architecture 

In a hardware VAX 6000 system, the CPU, memory boards, peripheral 

controllers and adapters are connected through the central XMI system bus. 

For further expansion, optional XMI adapters provide a bridge to a secondary 

bus (e.g. the VAX-BI bus) with its own peripherals. This multiple bus structure 

can lead to large, complex systems with many different controllers. 

CHARON-VAX/66X0 implements the central XMI system bus, the VAX CPU(s), 

memory, disk/tape controllers and the Ethernet components. When CHARON-

VAX/66X0 starts, it follows a configuration script and assembles a virtual VAX 

system by combining models of the XMI bus, the VAX CPU, memory and 

controllers into a working unit and loading this in the host system. 

The virtual peripheral devices are mapped in the configuration script to a device 

or service on the host system. For instance, a virtual DEMNA XMI Ethernet 

adapter is associated with a dedicated physical Ethernet controller in the host 

system, thus connecting the virtual VAX to a physical Ethernet network. 

When the configuration script is fully executed, CHARON-VAX/66X0 has 

created a complete virtual VAX system. It then hands over control to the VAX 

CPU, which will boot the VAX system software in the same manner as would 

happen on VAX hardware. 

The configuration script consists of one or more text files with a .cfg extension. 

To facilitate structuring of large configurations, a part of the configuration (e.g. 

the mapping of a block of VAX disk drives to a virtual CI controller) can be 

stored in a separate file. Such file is incorporated in the main script with the 

include command. 

Up to version 2.0.76 of CHARON-VAX/66X0 two configuration files were 

provided as a configuration template: the system definition (vx6k6x0.cfg) and a 

template for the user settings. Because both files required modification, and  CI 

configuration adds additional complexity, This scheme has been replaced in 

version 2.0.77 by a single basic template for each 66x0 model. The relevant 

template files are located in the installation directory and listed in chapter 9 of 

this manual. When upgrading, it is recommended to adapt the user 

configuration files, although the older versions are compatible. 

You can create a custom configuration script with the following steps: 

1. Copy the vx6k610.cfg (vx6k620.cfg etc…) to your private config file (for 

example: my66X0.cfg); 



 

 17�  

2. Write a comment at the top of the my66X0.cfg to define the purpose for this 

configuration; 

3. Define the amount of RAM you require (for example: set ram size=1024), 

default is 512Mb; 

4. Define the virtual operator console mapping (for example hyper terminal: set 

OPA0 port=10003 application="opa0.ht"); 

5. Define the storage units (for example: set DUA 

container[0]="system72.vdisk"). This unit will appear in CHARON-VAX as 

DUA0; 

6. Define the Ethernet NIC device connection (for example: set EXA_0 

interface="Intel® PRO/100 VE Network Connection"). This device will 

appear under VMS as EXA. Make sure that, before starting CHARON-VAX, 

you have the CHARON NDIS5/NDIS6 driver installed and configured and 

rebooted the host system after that; It's recommended to use Network 

Control Center utility (described in section 7.3) for the network 

cconfiguration; 

7. Now you can run the configured system. 

5.2 The configuration command syntax 

This chapter describes the meaning and the syntax of the configuration 

commands grouped according to the type of component.  The configuration 

commands are summarized in appendix B. 

There are two types of configuration commands: 

The load command instructs CHARON-VAX/66X0 to add a component to a 

system bus. 

The set command defines the characteristics of a loaded component. 

To be able to load and manipulate more than one copy of a particular 

component a logical name is assigned to each loaded component as the 

following example shows: 

Load "component A" NAME1 

Load "component A" NAME2 

NAME1 and NAME2 are freely chosen names that are only relevant within the 

configuration file. These names have no meaning and will never show up in the 

operating system running on the virtual VAX. 

Using their logical names the two identical components (for instance two 

DEMNA Ethernet adapters) can now be given individual parameters (for 

instance the IDs of the host adapters they should use). The example 

configuration files in the Appendix A show how the logical names are used. 
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The parameters used with the set commands are typically assigned to 

something, which can be a true/false statement, a number or a text string. 

Numbers can be expressed in different formats, as it can be more convenient to 

use octal or hexadecimal formats:  

For octal use a number starting with 0; use the symbols 0 – 7. Example: 07665 

For decimal use a number starting with 1 - 9. Example: 12345 

For hexadecimal use a number starting with 0x; 0 - 9 and a – f. Example: 

0x1234abc 

The set commands are listed separately in this manual for clarity. Alternatively, 

all load commands can be extended with one or more of their relevant set 

commands to get a more compact configuration file. For instance: 

Load "component A" NAME1 <parameter>="abcd" 

Is equivalent to: 

Load "component A" NAME1 

Set NAME1 <parameter>="abcd" 

 

5.3 Multi -instance running 

Since the Build 110 CHARON-VAX/66X0 supports several instances of the 
emulators running on the same host. To install such configuration the following 
steps should be done: 

 

1. The host system should have enough CPUs and memory to provide them to 
all the emulators.  

Each VAX CPU emulation occupies one host CPU, so the total number of 
CPUs should be bigger, than a sum of all the emulated CPUs. Note that 
some CPUs needs to be used for I/O processing and at least one CPU – 
for the operating system housekeeping. Thus the total amount of the host 
CPUs depends on the number of the CPUs needed for I/O. The general 
recommendation is to leave at least 1/3 of the CPUs available to an 
instance for the instance I/O, but depending on data flow this number can 
be increased / decreased for each instance separately. 

   The minimal host memory is calculated as a sum of emulated memory of 
each the CHARON-VAX 66X0 instances plus at least 1.5 Gb of additional 
memory. 

 

2. Configuration file of each CHARON-VAX 66X0  instance should exactly 
specify the following: 

 

a) The number of CPUs chosen for I/O operations (“n_of_io_cpus”). By 
default this parameter is equal to 1/3 of the CPUs available for certain 
emulator (round by 1) and of course this value cannot be less than 
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one. But it is possible to dedicate a chosen number of CPUs for I/O 
processing in case of intensive or, in opposite case, very shallow data 
flow. 

b) Number of the CPUs the instance allocates. By default CHARON-VAX 
66X0  instance grabs as many CPUs as possible. To balance the 
number of host CPUs between different instances a special 
parameter “affinity” is provided. This parameter specifies what 
CPUs in particular each instance can allocate. 

c) The instance name (“configuration_name”) helps to distinguish the 
particular CHARON-VAX/XX instance. The name specified in this 
parameter is displayed at the CHARON-VAX/XX tray icon 

 

Using those 2 parameters it’s possible to balance all the running instances 
and thus achieve desired performance.  

 

Note that log, rom, nvram and toy containers should have different names for 
all the instances! 

 

3. Once the configuration files are updated for each particular instance 
CHARON-VAX 66X0  that’s the time to run them. At the moment the 
Launcher utility does not support multi-instance running, so it is possible: 

 

a)  Run each instance from a shortcut. In this case a shortcut should 
contain a proper configuration file name for each instance as 
parameter. 

b) Run each instance from command line. Open up the cmd.exe (Start-
>Run, type “cmd.exe”, cd to the directory where CHARON-VAX 66X0  
executables are installed, type “<name of the executable> <name of 
the configuration file>” and press Enter, Repeat the last actions for all 
the instances to be run in the same time. Note that the configuration 
files must be different for each one! 

Example: 

� vx6k630.exe vax1.cfg 

� vx6k620.exe vax2.cfg 

 

See the next chapter for detailed description of the “configuration_name”, 
“n_of_io_cpus”.and “affinity” parameters. 
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5.4 General configuration parameters 

A few set parameters have no load equivalent; they set general parameters 

influencing startup and logging: 

Set 
parameters 

Type Value 

session 
hw_model 

Text 
string 

The VAX CPU model for which the configuration file is 
designed 

session log Text 
string 

A string specifying the file name to store a log of the 
session.  

session 
log_method 

Text 
string 

"overwrite" (default) or "append". Determines if prior 
log information is maintained. 

log_show_mess
ages 

Text 
string 

Defines the message types that should be shown. The 
parameter is a string of comma delimited words: "all", 
"info", "warning" and "error" which defines which 
message types should be logged. The default value is 
"all" message types. 

log_repeat_filter Text 
string 

Specifies if repeated messages should be filtered or 
not. Possible values are "on" and "off" (default).  

If the value is "on", immediately following messages 
with the same identifier and system error code are not 
listed in the log, but they are counted. When a different 
log message is generated, the repeat count of the 
earlier log message is reported with "The previous 
message has been repeated N times.", and the 
counter is cleared 

xmi boot Text 
string 

"Auto" or "manual" (default). Determines if the VAX will 
stop at the >>> prompt after the self-tests are passed. 

eeprom 
container 

Text 
string 

A string specifying file name to store the content of the 
eeprom 

session 
log_locale 

Text 
string 

Tells the language of message database. So far the 

following values are recognized: “Dutch”, “English”, 

“Swedish”, “Spanish”, “Chinese-Simplified”. By default 

it is set to “English”. If specified an unsupported value, 

“English” is used. 

For example: 

set session log_locale=”Dutch” 

session     
affinity 

Text 
string 

Overrides initial process’s affinity mask provided by host 

operating system (Note: Windows only). 

Once specified it allows binding the running instance of 

emulator to particular host CPUs. Might be used for soft 

partitioning host CPU resources, for isolating host CPUs for 

other applications. 

By default the emulator instance allocates as many host 
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Set 
parameters 

Type Value 

CPUs as possible. The “affinity” overrides that and allows 

explicit specification on which host CPU the instance shall 

run. 

Host CPUs are enumerated as comma separated list of host 

system assigned CPU numbers, for example: 

set session affinity=”0, 2, 4, 6” 

session 
n_of_io_cpus 

Numeric Says how many host CPUs (of those specified by “affinity” 

parameter, if any) the emulator shall use for I/O handling. 

By default the emulator instance reserves one third of 

available host CPUs for I/O processing (round down, at least 

one). The “n_of_io_cpus” overrides that by specifying number 

of I/O host CPUs explicitly, for example: 

set session n_of_io_cpus=2 

session 
configuration_na
me 

Text 
String 

A string specifying the name of the CHARON-VAX/XX 

instance. It is displayed by the CHARON-VAX/XX  tray 

icon. The main use is distinguishing one instance from 

another one in case of the simultaneous running. 

Example: 

set session hw_model="VAX_6000_Model_610" 

This command specifies for which VAX CPU model the configuration file is 

designed. This must be the first command in a configuration file. The various 

CHARON-VAX products create specific virtual VAX CPU models, and have 

different configuration commands. This command helps to detect errors and 

prevents execution in case an incorrect virtual VAX model is started. If the set 

session hw_model="...." statement is not found, the configuration file is 

ignored, and the virtual VAX will not be activated. 

Example: 

set session log = "vx6k610.log" log_method="append" 

Creates a log file in the directory where CHARON-VAX starts. Specify the full 

path to locate the log file elsewhere. The specified log file is created or 

overwritten at each start depending on the log_method parameter. 

Example: 

set xmi boot="auto" 

This command enables automatic boot from the DEFAULT boot specification, 

which must be previously configured from the VAX console (>>> prompt). The 
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value "manual" disables automatic boot to display the >>> prompt for input as 

soon as the self tests are passed. 

• The disk device name in the VAX 6000-610 boot menu is DUn, where "n" is 

the number of the container configured for the KDM70. >>> BOOT DU0 will 

boot from the disk (image) configured for container[0] 

• To configure the DEFAULT boot, specify the XMI address of the KDM70 

controller and the disk to boot from at the >>> prompt. The following setting 

will configure the default BOOT device to be set to container[6] on a KDM70 

controller located on the 11
th

 ("B") XMI slot: 

>>>SET BOOT DEFAULT /XMI:B DU6 

Once any of the SRM console parameters is changed this setting is preserved 

in a file and used at the next start. 

Example: 

set eeprom container="vx6k610.rom" 

This command enables automatic saving of the EEPROM parameters (i.e. 

default boot drive) to the specified file. The EEPROM file is created in the 

directory where CHARON-VAX starts. The EEPROM file is created or 

overwritten each time a parameter relevant to EEPROM content is changed. 

 

5.5 Data storage in the virtualization layer 

Physical disks and disk images 

Disk storage for the virtual VAX can have three alternative forms: 

1. Disk images, which are essentially binary files in the local Windows host 

system or a network share. The advantages of disk images are that they are 

fast and can be copied easily. Backup is easy with standard Windows tools 

and fast, making lengthy VMS backups unnecessary. By copying a VAX 

system or user disk back in place, the disk is fully restored. 

The disk images can easily be compressed and sent to a remote site, 

facilitating remote maintenance and upgrade of CHARON-VAX systems. 

Disk images can be local to the host system where CHARON-VAX/66X0 

runs or can be located on an iSCSI or fiber channel connected storage unit. 

It is NOT recommended to define disk images in network shared Windows 

directories. A disconnect of the network will permanently disable access 

from CHARON-VAX to the remote disk image.  

2. Physical SCSI disks connected to a SCSI host adapter in the Windows host 

system or an iSCSI Initiator in the Windows host system. These SCSI disks 

must not contain a file system known to the Windows operating system; 
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otherwise the drive will not be available for use in CHARON-VAX/66X0. 

With the utility "Disk Management" (Control Panel | Administrative Tools | 

Computer Management | Disk Management) you can verify that Windows 

has not allocated the disks. If it has, use the disk management tool to delete 

the partition (i.e. destroy the file system) and thus release the disk. 

Using a host SCSI or iSCSI connection permits the use of ATA or SCSI 

drives on a storage backend and the possibility to configure these physical 

disks in a high reliability RAID of VMS disk cluster configuration. 

3. Floppy disk, CD and DVD devices on the host server can be used by the 

virtualization layer by specifying the usual Windows device name in the 

configuration script. For example: "\\.\A:" (floppy disk A); "\\.\CdRom0" (the 

first CDROM or DVD drive on the host). 

Note that disk images and physical SCSI disks offer similar I/O throughput. Disk 

images can be generated with the MKDISK utility.  

Physical tapes and tape images 

Tape support via the KDM70 is not implemented on VAX 6600 hardware 

systems. However, in CHARON-VAX/66X0, the virtual KDM70 is modified to 

support tape handling. Booting from KDM70 connected tapes is not supported, 

as no boot ROM mechanism exists. 

Tape handling is implemented in CHARON-VAX/66X0 in two different ways: 

1. A SCSI tape drive can be connected to a SCSI controller in the Windows 

host system. Its Windows tape driver must be installed; the device is 

referenced in the configuration file with its usual Windows device name. For 

instance "\\.\Tape0" is the first tape drive connected to the host system. The 

tape operation speed is essentially limited by the capabilities of the physical 

tape drive and the throughput of the SCSI connection. 

2. A physical tape drive can be replaced by a file (default extension .vtape). 

This file is a binary replica of a physical tape, and can be converted to/from 

a physical tape with the MTD utility. The tape operation speed is essentially 

limited by the file handling speed of the host operating system since no tape 

positioning movements are required, usually resulting in much faster R/W 

operations. 

Note: It is NOT recommended to define tape images in network shared 

Windows directories.  

5.6 The VAX 6000 CPU and its console interface 

There is no load command for the virtual CPUs in CHARON-VAX 66X0. Each 

specific product loads the required number of VAX CPU components by 

default. The logical name for the collective VAX CPUs is cpu. 
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CPU emulation mode 

Set cpu parameter Type Value 

ace_mode Boolean True or False  

CHARON-VAX/66X0 defaults to the Advanced VAX CPU Execution mode 

(ACE). The user can set ace_mode to ‘false’ to force the diagnostic VAX 

instruction "interpretation" mode in the unlikely case that a voluntary slowdown 

of CHARON-VAX/66X0 by a factor 3 -5 is desired.  

Example: 

set cpu ace_mode=false 

If host system resources are insufficient, CHARON-VAX/66X0 will automatically 

disable ACE. For certain product licenses ACE can be disabled in the license 

key. If the CHARON-VAX license does not enable ACE, setting ace_mode to 

‘true’ has no effect. The ACE mode is reported in the log file. 

CPU allocation on the XMI bus 

CHARON-VAX/66X0 automatically allocates specific XMI slots for the virtual 

VAX CPUs, depending on the system model selected. XMI slot 1 is always 

occupied with the primary CPU. Slot 2 is available for an I/O controller, the 

default configuration file loads the KDM70. 

For SMP VAX systems, the additional CPUs are loaded starting from XMI slot 

7, counting downwards. For example, a virtual VAX 6660 (6 VAX CPUs) has 

CPUs in slots 1,3,4,5,6,7. With slots 8 and 9 used by the virtual VAX memory 

subsystem, slots 10 – 14 are available for additional I/O controllers. 

When not occupied by CPUs, XMI slots 3, 4 and 5 can be used for additional 

XMI I/O controllers. XMI slots 6 and 7 should not be used for I/O controllers.  

The CPU console interface 

The VAX 66X0 has one serial console port, which in CHARON-VAX/66X0 is 

identified with the logical name OPA0. To use the OPA0 a physical or logical 

line connection must be loaded in the configuration file. 

Except for the console port, the virtual VAX 6610 does not provide virtual serial 

ports. Terminals can be connected to CHARON-VAX/66X0 via TCP/IP or LAT 

terminal servers. 

Load parameter Function 

physical_serial_line This configuration file command associates a COM port in the 
Windows host system with the OPA0 console port. The COM 
port can be a physical port part of the host system hardware or a 
logical COM port as created by an Ethernet serial port device. 

virtual_serial_line This command associates a network connection in the Windows 
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Load parameter Function 

host system with the OPA0 console port. 

 

Set physical_serial_line 
parameter 

Type Value 

Line Text string "\\.\COMn" A defined COM port on the 
Windows host system.  

Break_on Text string Defines a key (combination of keys) for the 
break operation.  

"Ctrl-P" or/and "Break" – specify one of 
them or both separating with comma (",") 

"none" – No break key is defined 

The default value is "Break"  

Example: 

Load physical_serial_line OPA0 

set OPA0 break_on="Ctrl-P,Break" 

set OPA0 line="\\.\COM1" 

or in a more compact form: 

Load physical_serial_line OPA0 line="\\.\COM1" 

Set virtual_serial_line 
parameter 

Type Value 

Host Text string The host IP address or host name to 
connect to. If omitted, the circuit will listen 
on the specified port. Specify the port in the 
following form: <host name>:<port>. If the 
<port> value is absent the virtualization 
layer assumes that it is equal to the number 
specified by "Port" parameter. 

Port Numeric The port number for the virtual circuit. The 
circuit will always listen on this port but also 
try to connect if the host is specified. 

Application Text string The application to run. For example a 3
rd
 

party terminal emulator connecting to a 
specified port. Specify a file known to the 
operating system. E.G. an *.ht file to invoke 
Hyper Terminal with the parameters stored 
within that file. 

break_on Text string Defines a key (or combination of keys) for 
the break operation. This works only for the 
console line! 

"Ctrl-P" and/or "Break" and/or "F5" 

Separate the parameters with a comma. 

"none" – No break key is defined 
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Set virtual_serial_line 
parameter 

Type Value 

The default value is "F5, Break"  

stop_on Text string Defines a key (combination of keys) to tell 
the virtualization layer which external 
events could trigger a STOP condition. This 
works only for the console line! 

"F6" and/or "Application"– specify one of 
them or all separating with a comma (",") 

"none" – No stop key is defined 

The default value is "F6"  

Set to "Application" to trigger the STOP 
condition when the associated application 
terminates. Use this option only for 
virtual_serial_lines configured for automatic 
application invocation (where the 
APPLICATION parameter specifies a valid 
application). 

Press the "F6" button to trigger the STOP 
condition upon reception of the sequence 
"<ESC>[17~". Terminal emulators may 
send these sequences when pressing the 
F6 button. 

Example defining a local PuTTY session as the console terminal: 

Load virtual_serial_line OPA0 break_on="Ctrl-P,F5" 

set OPA0 port=10003 stop_on="F6,Application" 

set OPA0 application=" putty.exe -load OPA0" 

or in a more compact form: 

load virtual_serial_line OPA0 port=10003 application=" 

putty.exe -load OPA0" 

The file OPA0 is a parameter for the Putty terminal emulator loading settings for 

this particular session. This example defines the VAX console as an application 

on node 192.168.1.1, which should be listening on port 10000 when CHARON-

VAX/66X0 starts: 

Load virtual_serial_line OPA0 host="192.168.1.1" port=10000 

The standard Windows Hyperterm terminal emulator can generate some 

spurious characters when VMS starts up. Typing a carriage return will remove 

these and allow a correct entry of a command at the VMS prompt.  

5.7 Specifying VAX memory 

A hardware VAX 66X0 uses a maximum of 4 XMI slots for system memory. As 

of version 2.0.77 CHARON-VAX/66X0 uses only slots 8 and/or 9 of the virtual 
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XMI bus for memory, and automatically calculates and loads the appropriate 

memory cards. This reduction, due to the use of high density (1 and 2 GB) 

virtual memory modules, provides more XMI slots for peripherals. 

The memory subsystem is permanently loaded and has the logical name ram. 

The effective amount of memory is determined in steps, starting with the set 

ram size statement in the configuration file: 

1. If no set ram statement is found, the memory size is set to 512 MB. 

2. Where applicable, the memory is capped to the maximum as defined in 

the CHARON license key. 

3. If the virtual VAX6000 is loaded on a 32 bit operating system, the 

maximum size is capped to 2176 MB (2048 + 128), the maximum that 

can be locked into host system memory. 

4. On a 64 bit host operating system the memory size is capped at 3GB. 

5. The component library contains memory modules of the following sizes 

(in MB): 32,64,128,256,512,1024 and 2048. The requested size is 

rounded down to closest size of that can be built with 2 modules. 

Examples (the size must be specified in MB): 

set ram size = 512 

Creates 512 MB 

set ram size = 3072 

Creates 3 GB VAX memory when the virtual VAX is loaded on 64 bit Windows 

and 2176 MB VAX memory when loaded on 32 bit Windows. 

In addition, CHARON-VAX/66X0 will generate an error message in the log file 

and reduce its effective memory size further if the Windows host system cannot 

allocate enough memory to map the calculated VAX memory size. 

Windows 32 bit host system settings 

When more than 1.5 GB VAX memory is configured, a 32 bit Windows host 

system must be configured for 'large application memory'. This is done by 

adding the /PAE and /3GB switches to the Windows boot.ini file.  

To set the /3GB Startup Switch in Windows: 

1. Right-click My Computer and select Properties. The System Properties 

dialog box will appear. 

2. Click the Advanced tab. 

3. In the Startup and Recovery area, click Settings. The Startup and 

Recovery dialog box will appear. 

4. In the System startup area, click Edit. This will open the Windows 

boot.ini file in Notepad. 
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5. In the [Operating Systems] section, add the following switches to the end 

of the startup line that includes the /fastdetect switch: /3GB 

6. Save the changes and close Notepad. 

7. Click OK two times to close the open dialog boxes, and then restart the 

computer for the change to take effect. 

Note, this procedure is not required for 64 bit Windows. For more information, 

see the Windows documentation on large application addressing. 

5.8 The KDM70 disk/tape controller 

The KDM70 is an MSCP/TMSCP disk and tape controller for the VAX 6000. 

(T)MSCP controllers are highly autonomous units that offload the VAX CPU 

significantly. 

The virtual KDM70 controller in CHARON-VAX/66X0 supports 256 disks and 

tapes instead of the 8 disk limitation in the original hardware. The 256 devices 

are recognized by the VAX/VMS operating system. This design modification 

has the advantage to utilize only one XMI slot for up to 256 disk and tape 

devices. 

The I/O behavior of the virtual KDM70 is as follows: 

• Up to 16 connected disks operate in parallel without any I/O performance 

degradation.  

• For systems with more than 16 heavily used disks configure two controllers  

and distribute the heavily loaded disks evenly. 

• As in the hardware KDM70, VMS can be booted only from the first 10 

devices on the KDM70 (DU0 - DU9). 

• Hardware KDM70's do not support tape drives. The virtual KDM70's support 

a transparent extension for data tapes (one cannot boot tapes from this tape 

device). 

KDM70 configuration parameters 

Load parameter Function 

KDM70 This command creates an instance of the KDM70 (T)MSCP 
controller and associates it with a logical name. 

Example: 

load KDM70 PUA 
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Set KDM70 parameter Type Value 

xmi_node_id Number Specifies the XMI slot in which the virtual 
KDM70 controller is placed. For CHARON-
VAX/66X0 a free slot between 10 (A) and 14 (E) 
must be chosen. 

container[N] 

N=0…9999 

Text 
string 

N to be replaced by a decimal number between 
0 and 255 to specify the N’th drive. The text 
string specifies the file name of the disk / tape 
container file, or the device name in Windows 
format: 

"dua0.vdisk" This is a disk image in the default 
CHARON directory. 

"C:\temp\mua11.vtape" This is a tape image in 
the "temp" directory on drive C: 

"\\.\A:" Floppy drive A will now read VMS 
formatted floppy drives 

"\\.\CdRom0" The first CD-Rom in the Widows 
system 

"\\.\PhysicalDrive5" The 5
th
 physical drive on the 

Windows system as reported by the disk 
manager 

"\\.\Tape0" The physical tape drive on the 
Windows system as reported by the device 
manager. 

media_type[N] 

N=0…9999 

Text 
string 

Overrides default (automatically determined) 
MSCP media type of the device. 

Syntax: 

“<device-name>,<device-type>” 

Where: 

<device-name> is one of “DU”, “MU”, 
“DK”, “MK”, “SCSI”, “DI”, “MI”, “DSSI”, 
“DJ”, “MJ”; 

<device-type> is of the form “LLD” or 
“LLLD”, where “L” is letter from A 
through Z, and “D” is decimal number 
from 0 through 99. 

If not specified device name is set to “DU”, and 
device type is selected based on disk size for 
disk units, and to “MU” and “TA85” respectively 
for tape units. 

Initialy not specified. 
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Set KDM70 parameter Type Value 

geometry[N] 

N=0…9999 

Text 
string 

This string value with a special format specifies 

the explicit geometry of the disk storage 

element with DSSI node id N and MSCP unit 

number N. This parameter is not applicable to 

tape storage elements. 

The string format is <X>”/”<Y>[“/”<Z>] where: 

• X is number of sectors on track; 

• Y is number of tracks on cylinder; 

• Z (optional) is the number of cylinders 

on the unit. If omitted, Z is calculated 

based on X, Y and the total number of 

sectors on the unit that reflects the size 

of the disk storage element; 

If this parameter is not set, CHARON-VAX will 
configure the geometry based on the most 
probable disk type. 

Initially not specified. 

Not applicable to tape units. 

use_io_file_buffering[N] 

N=0…9999 

Boolean Enables use of host OS I/O buffering. 

Initially set to “NO” (buffering disabled). 

Not applicable to tape units. 

Examples: 

Create a KDM70 (T)MSCP controller in XMI slot 10: 

load KDM70/KDM70 PUA xmi_node_id=10 

Configure on this controller a system disk to show up as DUA0: in VMS: 

set PUA container[0]="vms72-66X0.vdisk" 

Configure a user disk to show up as DUA1: in VMS: 

set PUA container[1]="usertest.vdisk" 

Configure the first SCSI tape drive connected to the host to show up as MUA0: 

in VMS: 

set PUA container[4]="\\.\Tape0" 

The file my_tape.vtape in the default directory is used by VMS as MUA1: 

set PUA container[5]="my_tape.vtape" 

The first host system CD-ROM can be used to read VMS CDs and shows up as 

DUA9: 

set PUA container[9]="\\.\CdRom0" 
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The host system floppy drive A: can be used in VMS as DUA10: 

set PUA container[10]="\\.\A:" 

Notes: 

• To make a distinction between a disk image and a tape image, the virtual 

KDM70 looks at the file extension; .vdisk respectively .vtape. 

Although not recommended, the legacy extensions .dsk and .mtd are still 

supported. The default setting in Windows XP is to checkpoint .dsk files, 

causing slow disk operation or disk offline errors in CHARON-VAX. 

Attempts to use a file name with another extension will result in a "DISK 

OFFLINE" message. 

• Configured physical devices or tape/disk images that do not exist on the 

host system will in general cause VAX/VMS to report that the unit is offline. 

In some cases this can result in a VMS BUG CHECK, but in this case the 

error is noted in the log file. 

5.9 The CIXCD CI host adapter 

The virtual CIXCD is the functional equivalent of a hardware CIXCD host 

adapter, with the exception that there is no physical layer to connect to a 

hardware CI infrastructure. Since the current host hardware is an order of 

magnitude faster than the physical CI implementation, such connection - if it 

were possible - would greatly limit the virtual system throughput. 

For data storage, the CIXCD connects to one or more virtual HSJ50 controllers 

that are loaded as a separate component in the configuration file. To configure 

VAX CI clusters, the virtual CIXCDs of the multiple CHARON-VAX/66X0 

instances are interconnected via TCP/IP links. 

Configuring (large) virtual VAX CI clusters require many configurable 

parameters and an replicated identical definition of the shared virtual HSJ50 

storage controllers in each virtual VAX instance. Cluster configuration details 

are provided in the chapter "Cluster Interconnect (CI) configuration". 

To connect a virtual VAX 66x0 to a virtual CI network, the CHARON-VAX 

configuration file must load at least one virtual CIXCD host adapter; one unit is 

sufficient in all practical cases. 

Note that VAXl/VMS enumerates the virtual CIXCD host adapters in the order 

of increasing XMI node IDs, and assigns them the VMS internal names PAA, 

PAB, etc. It is recommended for clarity to keep the same naming scheme for 

virtual CIXCD host adapters in the configuration file. 

To load a CIXCD host adapter instance and assign it the instance name PAA: 

load CIXCD PAA 



 

 32�  

CIXCD configuration parameters 

Parameter Description 

xmi_node_id An integer value that specifies the location of the virtual 

CIXCD host adapter on the XMI bus. 

Possible values are from 11 through 14 (Initially set to 

14). 

ci_node_id An integer value that specifies the address of the virtual 

CIXCD host adapter on the virtual CI network. 

Possible values are from 0 through 127 (Initially set to 

127). 

port[N] 

N=0…127 

An integer value that specifies the TCP/IP port number 

at which the virtual CIXCD host adapter listens for 

connections from another virtual CIXCD host adapter 

with address N. 

Possible values are from 1024 through 32767 (Initially 

not set). 

host[N] 

N=0…127 

A string value that specifies the TCP/IP host name (and 

optionally the TCP/IP port number) to connect to 

another virtual CIXCD host adapter with address N. 

The syntax for the string is "host-name[:port-no]", with 

possible values for port-no in the range from 1024 

through 32767 (Initially not set). 

These parameters can be added to the load command or specified separately 

in a set command. The example below shows how to configure a virtual 

CIXCD adapter with a location on the XMI bus other than the default. It 

declares a CIXCD adapter in slot 11 (0xB stands for decimal 11) of the virtual 

XMI bus: 

load CIXCD PAA xmi_node_id=0xB 

For non-clustered configurations, the default values of the virtual CIXCD 

simplify configuration. The configuration file below creates a virtual VAX 6610 

(single CPU) node with one virtual HSJ50 storage controller serving two disks 

to the VAX over a virtual CI network: 

set session hw_model="VAX_6000_Model_610" 

set session log="vax6610.log" 

set toy container="vax6610.dat" 

set eeprom container="vax6610.rom" 

load virtual_serial_line OPA0 port=10003 application="opa0.ht" 

load CIXCD PAA 
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load HSJ50 DISKS 

set DISKS container[0]="C:\mydisks\dua0-rz24-vms-v6.2.vdisk" 

set DISKS container[1]="C:\mydisks\dua1-rz24-vms-v6.2.vdisk" 

5.10 The HSJ50 storage controller 

The virtual HSJ50 storage controller functionally replaces a physical HSJ50 CI 

storage unit. It supports virtual and physical disks, tapes and removable storage 

devices that are mapped on local or remote host platform storage. The virtual 

HSJ50 cannot connect to a physical CI infrastructure. 

In a single CHARON-VAX/66X0 instance without a CI cluster, the virtual HSJ50 

is located as a separate entity on the same host platform. In a CI cluster, the 

definition of each HSJ50 is replicated exactly in each CHARON-VAX CI node. 

In most cases one HSJ50 storage controller per virtual CI network is enough. 

When loading an instance of a virtual HSJ50 storage controller, the CHARON-

VAX configuration file must supply a unique reference name for that instance. 

While this name is only valid within the configuration file, it is recommended for 

clarity that the VMS SCSNODENAME is used as instance name. 

The line below loads a virtual HSJ50 storage controller and assigns it the 

instance name MYDISKS: 

load HSJ50 MYDISKS 

HSJ50 configuration parameters 

As per CHARON configuration file syntax, all integer values can be entered in 

Hex, Decimal or Octal form: 

Parameter Description 

ci_host_name A string value which specifies the instance name of the 

virtual CIXCD host adapter serving the same virtual CI 

network. 

If this value is not set, CHARON-VAX will try to locate 

the host adapter automatically. This automatic lookup 

works only if the CHARON-VAX configuration has 

exactly one instance of a virtual CIXCD host adapter. 

ci_node_id An integer value which specifies the address of a virtual 

HSJ50 storage controller on the virtual CI network. 

Possible values are from 0 through 127 (initially set to 

127). 

scs_node_name A string value that specifies the SCSNODENAME of the 

virtual HSJ50 storage controller. 
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Parameter Description 

The string is up to 6 characters long. Possible 

characters are uppercase letters A through Z , figures 0 

through 9. 

Initially set to the name of the virtual HSJ50 controller. 

scs_system_id An integer value that specifies the SCSSYSTEMID of 

the virtual HSJ50 storage controller. 

Initially set to an arbitrary value that is guaranteed to be 

unique within the running virtual VAX 66x0 node. 

mscp_allocation_cla

ss 

An integer value which specified the ALLOCLASS of the 

virtual HSJ50 storage controller. 

Possible values are from 0 through 255 (initially set to 

0). 

container[N] 

N=0…9999 

A string value that specifies the container of the storage 

element with MSCP unit number N. This storage 

element might be either a (virtual) disk or tape. In VMS , 

these storage elements appear as HSX00 disks 

(DUAN:) or HST00 tapes (MUAN:). 

Possible values of the parameter are strings in one of 

the following forms: 

� "\\.\PhysicalDriveX", where X is 0, 1, … for 

accessing non-removable physical disk drives; 

� "\\.\CdRomX", where X is 0, 1, … for accessing 

compact disk drives (read-only); 

� "\\.\TapeX", where X is 0, 1, … for accessing 

physical tape drives; 

� "\\.\L", where L is A, B, … for accessing 

removable disk drives (floppies, some optical 

media, …); 

� [<path-name>"\"]<file-name>[".vdisk"] for 

accessing CHARON disk images, or CHARON 

virtual disks; 

� [<path-name>"\"]<file-name>[".dsk"] for 

accessing CHARON disk images, or CHARON 

virtual disks; 

� [<path-name>"\"]<file-name>".vtape" for 

accessing CHARON tape images, or CHARON 
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Parameter Description 

virtual tapes; 

� [<path-name>"\"]<file-name>".mtd" for accessing 

CHARON tape images, or CHARON virtual 

tapes; 

This parameter is initially not set, thus creating NO 

storage elements on the controller. 

media_type[N] Overrides default (automatically determined) MSCP media 
type of the device. 

Syntax: 

“<device-name>,<device-type>” 

Where: 

<device-name> is one of “DU”, “MU”, “DK”, “MK”, 
“SCSI”, “DI”, “MI”, “DSSI”, “DJ”, “MJ”; 

<device-type> is of the form “LLD” or “LLLD”, where 
“L” is letter from A through Z, and “D” is decimal 
number from 0 through 99. 

If not specified device name is set to “DU”, and device type is 
set to “HSX00” for disk unit, and to “MU” and “HST00” 
respectively for tape unit. 

Initialy not specified. 

geometry[N] 

N=0…9999 

This string value with a special format specifies the 

explicit geometry of the disk storage element with 

MSCP unit number N. This parameter should not be 

used for tape storage elements. 

The string format is <X>"/"<Y>["/"<Z>] where 

� X is number of sectors on track; 

� Y is number of tracks on cylinder; 

� Z (optional) is the number of cylinders on the 

unit. If omitted, Z is calculated based on X, Y and 

the total number of sectors on the unit that 

reflects the size of the disk storage element; 

If this parameter is not set, CHARON-VAX will configure 

the geometry based on the most probable disk type. 

Not applicable to tape units. 

use_io_file_buffering

[N] 

Enables use of host OS I/O buffering. 

Initially set to “NO” (buffering disabled). 

Not applicable to tape units. 
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The following example configures a virtual HSJ50 storage controller with a non-

default CI network address of 75: 

load HSJ50 DISKS ci_node_id=75 

Configuration example: One VAX system and 2 disks 

This is the configuration of a virtual VAX 6610, as described before: 

set session hw_model="VAX_6000_Model_610" 

set session log=" vax6610.log" 

set toy container="vax6610.dat" 

set eeprom container="vax6610.rom" 

load virtual_serial_line OPA0 port=10003 application="opa0.ht" 

load CIXCD PAA 

load HSJ50 DISKS 

set DISKS container[0]="C:\mydisks\dua0-rz24-vms-v6.2.vdisk" 

set DISKS container[1]="C:\mydisks\dua1-rz24-vms-v6.2.vdisk" 

When this configuration file is executed and container[0] points to a valid VMS 

system disk image, the virtual VAX 6610 can boot VMS with the following 

command: 

>>> BOOT /XMI:E /NODE:0 DU0 

In the above boot command, "/XMI:E" and "/NODE:0" instruct the boot ROM to 

connect to the disk via the host adapter in XMI slot 14 (this is the default CIXCD 

XMI node ID, the hex value E stands for decimal 14). Then via the storage 

controller with CI node id 0, DU0 is reached (defined as container[0]) and the 

boot command is executed for the associated file on the host system. 

After logging into VMS, the "SHOW DEVICE" command displays the following: 

$ sho dev 

 

Device                 Device           Error    Volume         Free  Trans 

Mnt 

 Name                  Status           Count     Label        Blocks Count 

Cnt 

DISKS$DUA0:          Mounted              0  DSSI01           32022   147   1 

DISKS$DUA1:          Online               0 

 

Device                 Device           Error 

 Name                  Status           Count 

OPA0:                  Online               0 

FTA0:                  Offline              0 

 

Device                 Device           Error 

 Name                  Status           Count 

PAA0:                  Online               0 
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$ _ 

5.11  The DEMNA Ethernet controller 

The DEMNA is an Ethernet/802 controller for the VAX 6000 XMI bus. 

CHARON-VAX/66X0 maps the virtual DEMNA on a dedicated Ethernet adapter 

in the Windows host system. The Ethernet adapter must support dynamic 

changes of its MAC address (i.e. no reboot of the host system is required to 

change the MAC address), which is the case with nearly all modern Ethernet 

adapters. 

The virtual DEMNA requires the installation of the CHARON-VAX NDIS5/NDIS6 

packet driver, which provides a direct link between the virtual system and the 

adapter hardware. The driver installation is described in chapter 4. The proper 

sequence is to first load a DEMNA, then create a logical name for a connection 

to the NDIS5/NDIS6 packet driver and finally link the two logical names. 

DEMNA configuration 

Load parameter Function 

DEMNA This command creates an instance of the DEMNA XMI 

Ethernet controller and associates it with a logical name. 

Example: load DEMNA/DEMNA EXA 

 

Set parameter 
for DEMNA 

Type Value 

xmi_node_id Number Specifies the XMI slot in which the virtual 

DEMNA controller is placed. For CHARON-

VAX/66X0 a free slot between 10 (A) and 14 (E) 

must be chosen. 

interface Text 

string 

This connects the logical name representing a 

DEMNA instance with the logical name of a host 

network port, after the host network port is 

loaded. 

station_address Ethernet 

address 

Station_address allows to specify the permanent 

address of the adapter. The default permanent 

address is read from the host system’s NIC. Setting 

the station_address is required when configuring a 

satellite (remotely booted) system that runs DECnet 

or when a VAX application uses the NIC permanent 

address for license protection. Format: 

XX-XX-XX-XX-XX-XX or XX:XX:XX:XX:XX:XX 
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Set parameter 
for DEMNA 

Type Value 

rx_fifo_size Numeric Rx_fifo_size sets the receive FIFO size. The 

value is specified in Kb and by default is pre-

calculated from the connected port’s size of 

receive queue. Typically, you don’t need to 

change the rx_fifo_size parameter. It is available 

for extended tuning and bug hunting purposes. 

Examples: 

set EXA xmi_node_id=11 

set EXA station_address="XX:XX:XX:XX:XX:XX" 

Any of the above set parameters can also be incorporated in the load 

command. Example: 

load DEMNA/DEMNA EXA xmi_node_id=11 

Assuming that the network packet port (see next paragraph) is defined as 

EXA0, the following command connects the configured DEMNA with this logical 

packet port: 

set EXA interface=EXA0 

It is recommended to check the sample configuration files to see the correct 

structure of the Ethernet configuration commands. 

If your VAX/VMS system disk is configured for automatic TCP/IP startup and 

you use UCX, not loading an Ethernet adapter in the CHARON-VAX/66X0 

configuration can cause a VMS crash. The problem appears only if UCX is 

enabled while the networking device is missing. DECnet works correctly. 

 NDIS5/NDIS6 packet port configuration 

The CHARON specific NDIS5/NDIS6 packet driver establishes the connection 

between an Ethernet adapter in the host system and the CHARON-VAX/66X0. 

NDIS5 is used on Windows Server 2003 (R2) and Windows XP platforms; 

NDIS6 is used on Windows Server 2008 (R2) and Windows 7 platforms. For 

every DEMNA instance loaded, one dedicated host Ethernet adapter is 

required. On each of these Ethernet adapters the NDIS5/NDIS6 packet driver 

must be enabled and all Windows drivers and services disabled, as CHARON-

VAX/66X0 needs exclusive use of these adapters for optimal performance and 

to avoid interference from the host network traffic. The installation procedure of 

the NDIS5/NDIS6 packet driver is described in chapter 4. After installation a 

system reboot is required. 
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Load parameter Function 

ndis5_chpack_port 

ndis6_chpack_port 

This command associates a physical Ethernet adapter in 

the host system via the NDIS5/NDIS6 packet driver with 

a logical name. 

Example: load ndis6_chpack_port/chnetwrk EXA0 

It is convenient to extend the load command with the interface ID assignment. 

See the examples below. 

Set parameter - 
ndis5_chpack_port 

Type Value 

Interface Text 
string 

Identifies the hardware Ethernet adapter. For 
the correct device name see below. 

port_enable_mac_add_ 

change 

Boolean If true (default), CHARON-VAX/66X0 

sets the appropriate Ethernet address 

automatically. If false is specified set the 

Ethernet address manually with the 

NETSETUP utility. 

port_retry_on_tx Numeric This parameter limits the number of 

times the port attempts to transmit a 

packet until giving up. By default, the 

value is 3. Increasing this value might 

introduce problems in carrier losing logic, 

because not all NIC drivers support 

carrier status query. Normally do not 

increase the value. 

port_pending_rx_number Numeric This parameter sets the number of 

pending receive buffers. The default 

value is 64. The maximum value allowed 

by CHARON’s Protocol Driver is 128. 

Increase this value when you have a 

heavy network load and experience 

losing connections not related to carrier 

loss. 

port_pending_tx_number Numeric This parameter sets the number of 

buffers the port uses for transmit. The 

default value is 64, the maximum 128. 

Increase this value if the log file indicates 

dropped TX packets due to TX queue 

overflow. 
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Set parameter - 
ndis5_chpack_port 

Type Value 

suspend_msg_on_mac_

change 

Boolean To avoid confusion arrising from non 

critical errors during MAC address 

change, by default, logging is supressed 

(default value is true). To enable tracing 

during MAC address change set this 

parameter to false 

The Ethernet adapter name to be entered in the configuration file can be 

obtained from the Windows ‘connection properties’ applet: Start -> Settings -> 

Network and Dial-up connections. Select the connection and open its properties 

dialog. Use the device name specified in the ‘connect using:’ edit box. 

For example the box displays: "Cabletron DE500B PCI Fast Ethernet Adapter" 

The combined load and set interface command is: 

load ndis5_chpack_port/chnetwrk EXA0 interface="Cabletron 

DE500B PCI Fast Ethernet Adapter" 

The following command prevents VMS to automatically change the DECnet 

address in the adapter (little practical use): 

set EXA0 port_enable_mac_addr_change=false 

Once you have loaded a packet interface instance, connect the DEMNA via its 

logical name to the Ndis5_chpack_port instance. The following configuration 

commands add a DEMNA instance to port 12 of the XMI, links an instance of 

the NDIS5 packet driver to a physical Ethernet adapter and connects both 

instances: 

load DEMNA/DEMNA EXA xmi_node_id=11 

load ndis5_chpack_port/chnetwrk EXA_0 interface="Cabletron 

DE500B PCI Fast Ethernet Adapter" 

set EXA interface=EXA_0
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6 Cluster Interconnect (CI) configuration 

The hardware Cluster Interconnect (CI) network has a star topology. On top of 

this topology, it establishes private node-to-node communication channels 

between any two CI nodes that are part of the same CI network. In this context, 

the CI storage controllers are also nodes like VAX computers, but are running 

special software. 

The virtual CI implementation replicates this structure by establishing TCP/IP 

channels between each pair of virtual CIXCD host adapters, and by connecting 

the virtual HSJ50's to every CIXCD in the same virtual CI network. The 

definition of the virtual HSJ50's must be present in each participating virtual 

VAX node. 

The use of TCP/IP for the virtual CI interconnects makes it possible to use the 

CI cluster distributed in a Wide Area Network. Note that, in the current 

implementation, packet loss in the virtual CI TCP/IP links can cause cluster 

malfunction, hence WAN operation is not recommended. 

The current CI implementation for CHARON-VAX/66x0 supports up to 8 VAX 

nodes in a virtual CI cluster and handles a maximum cluster size of 128 nodes. 

A single virtual CI network supports up to 256 storage elements. 

Cluster operation requires (virtual) disks that are simultaneously accessible by 

all CHARON-VAX nodes involved. This can be implemented for instance by 

using a properly configured iSCSI initiator / target structure or a fiber channel 

storage back-end. For test purposes Windows remote shares can be used, but 

these do not offer the reliability required for a VAX cluster. Disks on a multiport 

SCSI switch are not acceptable, as a SCSI switch does not provides true 

simultaneous access to multiple nodes.  

Note that the virtual CI subsystem has many configurable parameters when 

multiple nodes on a single CI are to be configured. Incorrect configuration, in 

particular non-identical specification of virtual HSJ50 disks in the CI nodes are 

likely to case data corruption. It is advisable to start building a complex 

configuration with implementing a single node and to use the cluster examples 

that are provided in this chapter. 

6.1 Virtual CI cluster configuration rules 

Consider a pair of virtual VAX 66x0 nodes: VAX_A and VAX_B running on host 

system HOST_A and HOST_B respectively. 

These two VAX nodes have their own CIXCD host adapter interconnected with 

the virtual CI network. In order to communicate properly, these two adapters 
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must have different CI node id’s (CI_NODE_ID_A and CI_NODE_ID_B), which 

must be explicitly specified in the corresponding CHARON-VAX configuration 

files. 

Hence, on HOST_A the CHARON-VAX configuration file must load the virtual 

CIXCD as follows: 

load CIXCD PAA ci_node_id=CI_NODE_ID_A 

On HOST_B, the CHARON-VAX configuration file loads the virtual CIXCD host 

adapter as follows: 

load CIXCD PAA ci_node_id=CI_NODE_ID_B 

Next, every CIXCD host adapter participating in the virtual CI cluster must be 

able to communicate to every other CIXCD host adapter in the same virtual CI 

cluster. Such communication is performed over TCP/IP links established 

between every two CIXCD host adapter instances. 

A virtual CI cluster consisting of N VAX 66x0 nodes has 
( )

2

1−⋅ NN
 such links. 

Every end of such link is identified by the pair: 

{<TCP/IP-HOST-NAME>,<TCP/IP-PORT-NO>}. 

Hence, on HOST_A the CHARON-VAX configuration file describes the 

connection to HOST_B as follows: 

set PAA port[CI_NODE_ID_B]=TCPIP_PORT_A_FOR_B 

set PAA host[CI_NODE_ID_B]="HOST_B:TCPIP_PORT_B_FOR_A" 

And on HOST_B the CHARON-VAX configuration file describes the connection 

to HOST_A as follows: 

set PAA port[CI_NODE_ID_A]=TCPIP_PORT_B_FOR_A 

set PAA host[CI_NODE_ID_A]="HOST_A:TCPIP_PORT_A_FOR_B" 

Next, every CIXCD host adapter must also connect to all storage controllers on 

the same virtual CI network. This is similar to non-clustered CI configurations, 

except for the MSCP allocation class: 

The VAX Cluster architecture requires that every VAX node participating in the 

cluster is assigned a specific MSCP allocation class. The same requirement 

applies to CI storage controllers, which are also nodes on the CI. Therefore, 

when configuring an instance of an virtual HSJ50 storage controller, the MSCP 

allocation class for that controller must be supplied through the corresponding 

parameter. For example, the following line: 

load HSJ50 MYDISKS mscp_allocation_class=5 

assigns the MYDISKS virtual storage controller the MSCP allocation class 5. 

Note that in a CI cluster all VAX nodes and all storage controllers within the 

cluster must have the same MSCP allocation class value. 
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6.2 Example: a dual node VAX cluster with 4 disks 

To setup two virtual VAX 66x0 nodes, the two host machines should preferably 

run the same version of Windows. Assume that these host systems have 

Windows host names CASTOR and POLLUX in the host TCP/IP network. 

The following is the CHARON-VAX configuration file for the virtual VAX 6610 

node named VAX001 running on the CASTOR host system: 

 

set session hw_model="VAX_6000_Model_610" 

set session log=" vax6610.log" 

set toy container=" vax6610.dat" 

set eeprom container=" vax6610.rom" 

 

load virtual_serial_line OPA0 port=10003 application="opa0.ht" 

 

load CIXCD PAA ci_node_id=1 

set PAA port[2]=11012 host[2]="pollux:11021" 

 

load HSJ50 DISKS ci_node_id=101 

set DISKS scs_system_id=3238746238 mscp_allocation_class=1 

set DISKS container[0]="H:\ourdisks\dua0-rz24-vms-v6.2.vdisk" 

set DISKS container[1]="H:\ourdisks\dua1-rz24-vms-v6.2.vdisk" 

set DISKS container[2]="H:\ourdisks\dua2-rz24-vms-v6.2.vdisk" 

set DISKS container[3]="H:\ourdisks\dua3-rz24-vms-v6.2.vdisk" 

 

The CHARON-VAX configuration file for the second virtual VAX 6610 node 

named VAX002 running on the POLLUX host system: 

 

set session hw_model="VAX_6000_Model_610" 

set session log=" vax6610.log" 

set toy container=" vax6610.dat" 

set eeprom container=" vax66102.rom" 

 

load virtual_serial_line OPA0 port=10003 application="opa0.ht" 

 

load CIXCD PAA ci_node_id=2 

set PAA port[1]=11021 host[1]="castor:11012" 

 

load HSJ50 DISKS ci_node_id=101 

set DISKS scs_system_id=3238746238 mscp_allocation_class=1 

set DISKS container[0]="H:\ourdisks\dua0-rz24-vms-v6.2.vdisk" 
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set DISKS container[1]="H:\ourdisks\dua1-rz24-vms-v6.2.vdisk" 

set DISKS container[2]="H:\ourdisks\dua2-rz24-vms-v6.2.vdisk" 

set DISKS container[3]="H:\ourdisks\dua3-rz24-vms-v6.2.vdisk" 

 

Note that in both configuration files, the data related to the virtual HSJ50 

storage controller devices must be identical. Not following this rule will very 

likely cause data corruption on the (virtual) disks. In this respect note the 

explicit specification of SCS_SYSTEM_ID for the storage controllers. 

As mentioned earlier, CHARON-VAX loads an initial (default) value for the 

SCS_SYSTEM_ID that is guaranteed to be unique within the virtual instance. 

But with two instances these default values are likely to be different. Therefore, 

the  SCS_SYSTEM_ID value must be specified explicitly for both virtual HSJ50 

storage controllers to obtain an identical value. 

This example also assumes that drive "H" is a network share, so that all disk 

images are accessible from both host machines. 

6.3 Example: a 3 node VAX cluster with multiple iSCSI disks 

In this example we assume that all three host systems have an iSCSI initiator 

(for example the Microsoft iSCSI initiator) and are connected to a common 

iSCSI server. The iSCSI disk server provides 8 virtual disks with R/W access on 

all hosts. These disks are configured as \\.\PhysicalDrive1 ... \\.\PhysicalDrive8 

on each of the host machines. 

Since the storage configuration must be identical on all three nodes, it is 

recommended to describe the storage structure in separate configuration file (to 

be included in each CHARON configuration file) and store it on a common 

Windows network share (H:): 

 

load HSJ50 DISKS1 ci_node_id=101 

set DISKS1 scs_system_id=3238746238 mscp_allocation_class=1 

set DISKS1 container[1]="\\.\PhysicalDrive1" 

set DISKS1 container[2]="\\.\PhysicalDrive2" 

set DISKS1 container[3]="\\.\PhysicalDrive3" 

set DISKS1 container[4]="\\.\PhysicalDrive4" 

 

load HSJ50 DISKS2 ci_node_id=102 

set DISKS2 scs_system_id=1256412654 mscp_allocation_class=1 

set DISKS2 container[5]="\\.\PhysicalDrive5" 

set DISKS2 container[6]="\\.\PhysicalDrive6" 

set DISKS2 container[7]="\\.\PhysicalDrive7" 

set DISKS2 container[8]="\\.\PhysicalDrive8" 

The following is the CHARON-VAX configuration file for the virtual VAX 6610 

node named VAX001 running on HOST001: 
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set session hw_model="VAX_6000_Model_610" 

set session log=" vax6610.log" 

set toy container=" vax6610.dat" 

set eeprom container=" vax6610.rom" 

 

load virtual_serial_line OPA0 port=10003 application="opa0.ht" 

 

load CIXCD PAA ci_node_id=1 

set PAA port[2]=11012 host[2]="host002:11021" 

set PAA port[3]=11013 host[3]="host003:11031" 

 

include h:\ourdisks\disksets.cfg 

 

The configuration file for the virtual VAX 6610 node named VAX002 running on 

HOST002 is as follows: 

set session hw_model="VAX_6000_Model_610" 

set session log=" vax6610.log" 

set toy container=" vax6610.dat" 

set eeprom container=" vax6610.rom" 

 

load virtual_serial_line OPA0 port=10003 application="opa0.ht" 

 

load CIXCD PAA ci_node_id=2 

set PAA port[1]=11021 host[1]="host001:11012" 

set PAA port[3]=11023 host[3]="host003:11032" 

 

include h:\ourdisks\disksets.cfg 

 

And the following is the CHARON-VAX configuration file for the virtual VAX 

6610 node named VAX003 running on HOST003: 

 

set session hw_model="VAX_6000_Model_610" 

set session log=" vax6610.log" 

set toy container=" vax6610.dat" 

set eeprom container=" vax6610.rom" 

 

load virtual_serial_line OPA0 port=10003 application="opa0.ht" 

 

load CIXCD PAA ci_node_id=3 

set PAA port[1]=11031 host[1]="host001:11013" 

set PAA port[2]=11032 host[2]="host002:11023" 
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include h:\ourdisks\disksets.cfg 
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7 Starting CHARON-VAX/66X0 

When CHARON-VAX/66X0 starts, the license checking procedure takes a few 

seconds. When checking, a verification message is displayed. If you remove 

the license key while CHARON-VAX/66X0 is running, a warning message is 

given after a few minutes, and you have a maximum of 10 minutes to save your 

files and shut down your virtual VAX system. Reapplying the key during this 

period will not help, as the termination process cannot be undone. 

If the "checking your license key" pop-up box appears for a second, then 

disappears and CHARON-VAX/66X0 does not start, you might have a license 

key with a product of revision code different from the installed version.  Since 

CHARON-VAX has not yet read the configuration file with the log file definition, 

its log file cannot be updated. In this case the reason why CHARON-VAX does 

not start is logged in the 'Application' list the 'Windows event viewer'. 

CHARON-VAX/66X0 can be started manually as a Windows application, or can 

be defined as a Windows service with manual or automatic start. The 

procedure to create and manage CHARON-VAX services is described below. 

Note that it is possible to install several CHARON-VAX/66x0 services to be run 

at the same time (multi-instance mode) using the Launcher utility and then 

using the CHARON Service Manager to set “automatic” mode of execution for 

each CHARON-VAX/66x0 service. Then on restart of the system that multi-

instance configuration will start at the same time. 

7.1 The CHARON Launcher 

Use the CHARON Launcher to start CHARON-VAX/XX manually. Click on Help 

or type F1 for help. Select the CHARON-VAX/XX configuration file you want to 

run and the version of the particular CHARON VAX emulation that will be used 

for that. (In case of only one version is installed the Launcher will select it 

automatically). The CHARON-Launcher will display the VAX model specified in 

this configuration file, if valid. 
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Click "Run selected configuration" and CHARON-VAX will start. It displays the 

CHARON log (including any configuration and run-time errors) in the Launcher 

Window. While CHARON-VAX is running, the Launcher updates the log file 

contents each 60 seconds.  After CHARON-VAX stops the Launcher loads the 

final application log contents for review. 

The log file language depends on the locale settings of your system. Currently 

English, Dutch, Spanish and Swedish versions are available. 

Click on "Edit CFG file" to edit the selected configuration file using the notepad 

editor. The ability of running a configuration, displaying the log and editing the 

configuration from a single interface makes the CHARON-VAX Launcher useful 

for debugging new installations/configuration files or examining error conditions. 

In addition, you can create a problem report file to be send to your support 

team by clicking on the "Send Problem report" button. Complete the message 

by filling in the blanks in the draft message generated by CHARON.  

You can configure CHARON-VAX/XX as a Windows service by pressing the 

button "Install / Update service". The following dialog is displayed: 
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Enter the desired service name in "New Service Name" and press the "Install" 

button. Note that the name of the service cannot have spaces. If the service 

already exists the following dialog is displayed: 

 

If the "Install new service" button is pressed the Launcher displays the dialog 

for creating new service shown above. Otherwise the following dialog is 

displayed: 
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Press "Update" button. Once the "Service Update Dialog" has disappeared 

press "Back" button in the "Update / Install Service Dialog". The Launcher will 

update the service and inform if the service was successfully updated. 

Use the "Copy selection to clipboard" button to copy selected lines of the log to 

the clipboard.
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7.2 The CHARON Service Manager 

The CHARON-VAX Service Manager administers the CHARON-VAX services  

(i.e. specific VAX configurations) available on your computer. Start this utility 

from the CHARON-VAX menu under "Start" button. Click Help or hit F1 for help. 

  

In the Services Manager, the tree structure on the left shows all CHARON-VAX 

services installed on the host system. Initially the right hand panel displays the 

product license key information. Clicking on a service name shows the most 

recent event log display for this service in the right hand panel. 

The buttons on the panel have the following meaning (left to right): 

1. Manage CHARON-VAX/XX services invokes a panel with the following 

options: 

"Service Name" stands for the name of the chosen service, "Description" 

displays the CHARON model, and "Path to executable" refers to the 

executable to run. 

"Startup type" can be "Manual", "Automatic" or "Disabled". Type or choose 

the desired type and press "Apply" to apply the setting.  
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"Service Status" gives information about the current status of the service. 

You can start the service or stop it depending on its actual status. 

2. "Remove selected CHARON-VAX/XX services" removes the service you 

currently selected. 

3. "Update the list of installed CHARON-VAX/XX services" updates the service 

list shown in the left pane of the application window. This button is useful if 

you add new services while the CHARON Service manager runs. Just 

added services are invisible until you restart the CHARON Service manager 

or update this list. This item is also available through the corresponding item 

on the "Service Management" submenu. 

4. "Schedule start service" (also available through the corresponding item on 

the "Service Management" submenu) sets the start and, if necessary, stop 

time of a selected service. It invokes the following dialogue: 
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Press the "Set start" or "Set Stop" buttons to apply the date and time. To 

remove any schedule date, choose it and press the "Remove" button. Note 

that all scheduled tasks proceed only if the CHARON Service manager runs. 

No scheduled information is stored in the system registry. When the 

CHARON service manager restarts, the scheduled task queue will be 

empty. 

5. Security Setting (also available through the corresponding item on the 

"Service Management" submenu). This function locks the computer after a 

selected amount of time. 

 

Enter the Windows User name/password combination in the standard 

Windows box to regain access. By default this function is disabled. 

6. The Mail Problem Report (also available through the mail item on the 

"Service Management" submenu) automatically  prepared a problem report 

fileto being sending to support team. 
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7. Print the active document opens up the standard printer dialogue to print the 

right hand panel of the application. Use the submenu "Service 

Management" to customize printing through "Print Preview" and "Print 

Setup".  

8. Display service startup and error log displays the service startup and event 

log of a chosen service in the right panel of the application. This function is 

also available on the "View" submenu. 

9. Display the configuration displays the configuration of the chosen service on 

the right panel of the application. This function is also available on the 

"View" submenu. 

 

10. The System Monitor invokes the Windows system monitor to trace the 

chosen service activity. This function is also available on the "View" 

submenu. 

11. The "question mark" buttons provide access to the help system. 

7.3 The CHARON Network Center 

The CHARON network center performs the following operations: 

• Installation/deinstallation/upgrade of the NDIS5/NDIS6 Packet and MUX 

Drivers 

• Configuring physical/virtual adapters for CHARON 

• Troubleshooting physical/virtual adapters 

• Checking the connection reliability 

• Checking the MAC/IP address duplication on LAN 

• Suggesting the configuration file settings 

• Monitoring the network activity 
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The start dialog of the utility provides a choice of the basic operations that can 

be performed using this utility: 

 

Each dialog of the Network Control Center contains detailed information on 

available options and actions that can be done on each particular page. 

 

Once “Install/Upgrade” is selected and the “Next“ button is pressed the 

following dialog appears for specifying the particular desired action and the 

paths to the drivers. Once the option is selected and the drivers are specified (if 

needed) just press “Next” button to proceed. 
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The following dialog is used for configuring particular network adapter: 
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Select desired adapter(s) to be used for CHARON and press “Next” to dedicate 

it to the emulator. It’s also possible to multiplex the chosen adapter is the MUX 

driver is installed. 

Once an adapter is dedicated to CHARON the Network Control Center provides 

information to be inserted into configuration file for this particular adapter and 

various emulated adapters: 
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At the end of each operation with a network interface the following dialog file is 

displayed providing a log: 
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It is also possible to check the status of the adapter dedicated to CHARON. 

Green means that the adapter is ready for using with CHARON, red – some 

problems are detected: 
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The following 2 screenshots demonstrate an ability of the utility to check 

whether chosen DECnet of TCPIP addresses are free for CHARON: 
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8 Installing and transferring VAX software 

There are several ways to transfer data from a VAX system to CHARON-VAX: 

8.1 Using the Local Area Network 

First perform a standard installation of your VAX Operating System from the 

manufacturer’s original media using the Windows CD-ROM drive. Then 

configure a network (DECnet and/or TCP/IP) to add your CHARON-VAX/66X0 

to your existing Network with a unique address and use DECnet or TCP/IP to 

copy your applications and data to your CHARON-VAX/66X0. If for any reason 

installing a VAX Operating System from scratch is a problem, call your 

CHARON-VAX/66X0 sales contact for help. Once you have CHARON-

VAX/66X0 connected to your network, you may use standard utilities to copy 

across the required data. Before copying the data you will have to configure 

CHARON-VAX/66X0 with adequate free space on disks or on disk images that 

can be created with the MKDISK utility. The installation also creates a folder 

named VDISK containing empty disk images in zipped form. 

8.2 Using a physical disk drive 

You can remove a SCSI disk from your VAX system and reconnect it to a SCSI 

adapter in your Windows system. Assign the SCSI disk in the CHARON-

VAX/66X0 configuration file to a disk controller and it becomes a disk drive in 

the CHARON-VAX/66X0. If the SCSI disk is a bootable VAX/VMS disk from a 

VAX 6000-610, you can boot CHARON-VAX/66X0 from it.  

8.3 Using a tape 

CHARON-VAX/66X0 supports the connection of a SCSI tape drive to a SCSI 

adapter in your Windows system. Assign the tape drive in the CHARON-

VAX/66X0 configuration file to operate the tape drive as usual by the VAX 

operating system. This way you can boot from standalone tape to restore your 

system backup. 

It is also possible to use tape images previously created using physical tapes 

with the MTD utility. See the CHARON-VAX Utilities Manual for details. 

Note that the reliability of a physical tape connection depends on factors like 

SCSI controller type, tape drive model and host CPU speed. Tape connections 

are not guaranteed to work in all cases.
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9 Configuration file examples 

The next pages provide the following configuration file examples: 

•••• The VAX 66X0 user configuration template. (e.g. vx6k610.cfg) This file 

contains the basic information to set the parameters on the devices used by 

CHARON-VAX/66X0. Make a copy and edit it to set up the connections to 

your disks, disks images, tape drives, network adapters etc. 

Note: In the CHARON-VAX/66X0 installation directory you can find the 

vx6k610cfg, vx6k620.cfg, vx6k630.cfg or vx6k660.cfg file version for the 

particular model installed. 

Note: The most common solution for a console is using the Putty emulator. 

Note that Putty is installed by default by the CHARON-VAX/66X0 installation 

procedure.
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9.1 VAX 6610 user configuration template 

# 

# Copyright (C) 1999-2007 Software Resources International. 

# All rights reserved. 

# 

# The software contained on this media is proprietary to and embodies 

# the confidential technology of Software Resources International. 

# Possession, use, duplication, or dissemination of the software and 

# media is authorized only pursuant to a valid written license from 

# Software Resources International. 

# 

 

# 

# Sample configuration file for: 

# 

#  *  Charon-VAX/6610 

# 

# Emulator of the VAX model: 

# 

#  *  VAX 6610 

# 

set session hw_model="VAX_6610" 

 

# 

# Define the log file. 

# 

 

set session log="vx6k610.log" 

 

# 

# To enable automatic boot, define the default boot device in the VAX  

# console and uncomment the line below. 

# 
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#set xmi boot=auto 

 

# 

# TOY date/time, boot options, ... 

# 

 

set toy container="vx6k610.dat" 

 

# 

# EEPROM settings, e.g. default boot drive 

# 

 

set eeprom container="vx6k610.rom" 

 

# 

# 

# Specify the size of RAM (default 32MB). Note that DIT (when enabled) 

# also needs certain amount of memory which grows linearly following 

# the size of memory specified here. Also remember that the dongle 

# license might limit the maximum amount of memory. 

# 

# The valid settings are: 32,64,128,256,512,768,1024, ... 3584,  

 

# 32bit systems only: Please note, that to be able to run the ~2Gb  

# (2048) of simulated memory you should enable /3GB switch 

# 

 

set ram size=512 

#set ram size=768 

#set ram size=1024 

#set ram size=2048 

#set ram size=3584 

 

# 

# Now assign built-in console serial line. Currently the emulator 

# offers two possible ways of using built-in serial lines. First of 
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# them is to attach a third party terminal emulator (virtual_serial_line). 

# The second is connection to COM ports (via physical_serial_line). 

# 

# Once the way of the connection is defined corresponding mapping 

# to the host resources can be performed. 

# 

# Connection to a third party terminal emulator: 

# 

 

load virtual_serial_line/chserial OPA0 

#set OPA0 port=10003 application="opa0.ht" 

set OPA0 port=10003 application="putty.exe -load OPA0" 

#set OPA0 port=10003 application="c:\kea\user\opa0.ktc" 

 

# 

# Connection to a physical COM port of the host: 

# 

 

# load physical_serial_line/chserial OPA0 

# set OPA0 line="COM1:" 

 

# 

# Load the MSCP controller with the name DUA 

# 

 

load KDM70/KDM70 DUA xmi_node_id=11 

 

# 

# Map the storage units for loaded MSCP controller DUA. 

# 

# In VMS, the DUA0 will correspond to the 'DUA container[0]', etc... 

# 

# Examples: 

# 

# set DUA container[0]="C:\Disk-Images\charon-6000\dua0.vdisk" 

# set DUA container[1]="\\.\PhysicalDrive1" 
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# set DUA container[2]="\\.\CdRom0" 

# set DUA container[3]="\\.\A:" 

# 

# It is also possible to map a tape drive identified by the host 

# operating system to the DUA controller. 

#  

# Example: 

#  

# set DUA container[3]="\\.\Tape0" 

# 

 

#set DUA container[0]="..." 

 

# 

# Support of CI: 

# Load CIXCD adapter into slot 12 (C) of the XMI. 

#  

 

#load CIXCD PAA xmi_node_id=12 ci_node_id=0x01 

 

# 

# Support of CI: 

# Connect HSJ50 controller to the CIXCD adapter PAA. 

# 

 

#load HSJ50 PUA ci_node_id=0x0B mscp_allocation_class=1 

 

# 

# Map the storage units for the loaded HSJ50 controller PUA. 

# 

# In VMS, the PUA will correspond to the 'DUA container[0]', etc... 

# 

# Examples: 

# 

# set PUA container[0]="C:\Disk-Images\charon-6000\dua0.vdisk" 

# set PUA container[1]="\\.\PhysicalDrive1" 
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# set PUA container[2]="\\.\CdRom0" 

# set PUA container[3]="\\.\A:" 

# 

# It is also possible to map a tape drive identified by the host 

# operating system to the PUA controller. 

#  

# Example: 

#  

# set PUA container[3]="\\.\Tape0" 

# 

 

#set PUA container[0]="..." 

 

# 

# IMPORTANT NOTE: 

# 

# Make sure that DUA and PUA do not conflict in the VMS environment, since  

# the disks on those controllers have the same name "DUA[x]" preceded by  

# their allocation class (for the HSJ50 controller it is set in the  

# configuration file). Assign the allocation class in such a way to avoid  

# name conflicts or enable only either DUA or PUA. 

# 

# See CHARON-66x0 User Guide for more details. 

# 

 

# 

# Load Ethernet Controllers 

# 

# 2 Ethernet controllers are loaded in this sample configuration file: EXA 

# and EXB. Both of them are connected to corresponding network interfaces: 

# EXA_0 and EXB_0. The initial settings for the interfaces are "disabled". 

# The exact mapping to the host ethernet interfaces will be defined later 

# in this configuration file. 

#  

 

load DEMNA/demna EXA xmi_node_id=13 interface=EXA_0 
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load ndis5_chpack_port/chnetwrk EXA_0 interface="(disabled)" 

 

load DEMNA/demna EXB xmi_node_id=14 interface=EXB_0 

load ndis5_chpack_port/chnetwrk EXB_0 interface="(disabled)" 

 

# 

# Map the Network connections.  

# 

# Each connection is instantiated by the two objects. One is DEMNA controler 

# emulator EXn where n is A or B, and second is packet port EXn_0 where the 

# n is A or B. 

# 

# In the emulated VMS, the network devices EXn will correspond to the  

# EXn, EXn_0 pair in the configuration file. 

# 

# To assign the spesific permanent address to the desired EXn controller 

# ucomment the corresponding line below. 

# 

# Example: 

# 

# set EXA station_address="00-63-50-1A-A3-1E" 

# 

 

#set EXA station_address="..." 

#set EXB station_address="..." 

 

 

# 

# To connect the corresponding adapter to the external device, uncomment 

# the line below and put the valid interface definition. 

# 

# Example: 

# 

# set EXA_0 interface="Cabletron DE500B PCI Fast Ethernet Adapter (21143-PC)" 

# 
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#set EXA_0 interface="..." 

#set EXB_0 interface="..." 

# this is the end of the configuration file ################################## 

 

 

10 Windows service disabling 

Note: For these recommendations to be effective it is assumed that CHARON-

VAX is the only user application running on the host system. Simultaneous use 

of other applications on the same Windows host system, with the exception of a 

terminal emulator, is outside the design specification of CHARON-VAX/66X0.  

For CHARON-VAX/66X0, the default settings of the Windows operating system 

should be retained, with the exception of the functions listed in the "In all 

cases" section below. 

Additional Windows services may be disabled beyond those listed in the 

"Services that may be disabled" section below. Note that disabling these 

additional services will in general not lead to a significant performance 

improvement but are intended to optimize stability disabling unused 

functionality. 

In "Services remaining enabled" the services are listed that are important or 

critical to the operation of Windows or CHARON-VAX. 

10.1 Services that should be disabled  

It is recommended to disable the following tasks and services: 

•••• Automatic Updates – may cause network and processor traffic that could 

disrupt CHARON-VAX. This also requires Windows network services to 

remain enabled, posing an intrusion risk. 

•••• Task Scheduler – may unexpectedly launch tasks with an unpredictable 

impact on CHARON-VAX. 

•••• Screensaver and Power saving features – could reduce processing 

resources required by CHARON-VAX. 

•••• Any virus protection – can cause disruption by accessing CHARON-VAX 

files. See the Application note AN-029 for recommendations regarding the  

security of CHARON-VAX Host Platforms.  
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•••• Automatic background backup - may cause network and processor traffic 

that could disrupt CHARON-VAX. 

•••• Windows Messenger - may cause network and processor traffic that could 

disrupt CHARON-VAX. 

10.2 Services that may be disabled 

Windows XP services that may be disabled 

Application Layer Gateway Service Application Management 

Automatic Updates Background Intelligent Transfer Service 

ClipBook Computer Browser 

Cryptographic Services DHCP Client 

Distributed Link Tracking Client DNS Client 

Fast User Switching Compatibility Help and Support 

IMAPI CD-Burning COM Service Internet Connection Firewall (ICF) / Internet 
Connection Sharing (ICS) 

IPSEC Services Messenger 

MS Software Shadow Copy Provider Net Logon 

NetMeeting Remote Desktop Sharing Network DDE 

Network DDE DSDM Network Location Awareness (NLA) 

NT LM Security Support Provider Portable Media Serial Number 

QoS RSVP Remote Desktop Help Session Manager 

Remote Registry Routing and Remote Access 

Secondary Logon Server 

Smart Card Smart Card Helper 

SSDP Discovery Service Task Scheduler 

TCP/IP NetBIOS Helper Telnet 

Terminal Services Themes 

Upload Manager Volume Shadow Copy 

WebClient Windows Audio 

Windows Image Acquisition (WIA) Wireless Zero Configuration 

Print Spooler Uninterruptible Power Supply 

Indexing Service  

 

Windows 2003/2008 Server and Windows 7 services that may be disabled 

Alerter Application Layer Gateway Service 

Application Management Automatic Updates 
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Background Intelligent Transfer Service ClipBook 

Computer Browser Cryptographic Services 

DHCP Client Distributed File System 

Distributed Link Tracking Client Distributed Link Tracking Server 

Distributed Transaction Coordinator DNS Client 

File Replication Help and Support 

HTTP SSL Human Interface Device Access 

IMAPI CD-Burning COM Service Indexing Service 

Internet Connection Firewall (ICF) / 
Internet Connection Sharing (ICS) 

Intersite Messaging 

IPSEC Services Kerberos Key Distribution Center 

License Logging Messenger 

Microsoft Software Shadow Copy 
Provider 

Net Logon 

NetMeeting Remote Desktop Sharing Network DDE 

Network DDE DSDM Network Location Awareness (NLA) 

NT LM Security Support Provider Portable Media Serial Number Service 

Print Spooler Protected Storage 

Remote Access Auto Connection 
Manager 

Remote Desktop Help Session Manager 

Remote Registry Removable Storage 

Resultant Set of Policy Provider Routing and Remote Access 

Secondary Logon Server 

Shell Hardware Detection Smart Card 

Special Administration Console Helper Task Scheduler 

TCP/IP NetBIOS Helper Telnet 

Terminal Services Terminal Services Session Directory 

Themes Uninterruptible Power Supply 

Upload Manager Volume Shadow Copy 

WebClient Windows Audio 

Windows Image Acquisition (WIA) Windows Time 

WinHTTP Web Proxy Auto-Discovery 
Service 

Wireless Configuration 

10.3 Services remaining enabled 

Windows XP services that should not be disabled 

COM+ Event System COM+ System Application 
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Distributed Transaction Coordinator Error Reporting Service 

Event Log Human Interface Device Access 

Logical Disk Manager Logical Disk Manager 

Administrative Service 

Network Connections Performance Logs and Alerts 

Plug and Play Protected Storage 

Remote Access Auto Connection Manager Remote Access Connection 

Manager 

Remote Procedure Call (RPC) Removable Storage 

Security Accounts Manager Shell Hardware Detection 

System Event Notification System Restore Service 

Telephony Universal Plug and Play Device 

Host 

Windows Installer Windows Management 

Instrumentation 

Windows Management Instrumentation Driver 

Extensions 

Windows Time 

WMI Performance Adapter Workstation 

 

Windows 2003/2008 Server and Windows 7 services that should not be 
disabled 

COM+ Event System COM+ System Application 

Error Reporting Service Event Log 

Logical Disk Manager Logical Disk Manager Administrative 

Service 

Network Connections Performance Logs and Alerts 

Plug and Play Remote Access Connection Manager 

Remote Procedure Call (RPC) Remote Procedure Call (RPC) Locator 

Security Accounts Manager System Event Notification 

Telephony Virtual Disk Service 

Windows Installer Windows Management Instrumentation 

Windows Management Instrumentation 

Driver Extensions 

WMI Performance Adapter 

Workstation  
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10.4 Exceptions  

The above lists are valid for a standard CHARON-VAX/66X0 installation that aims at 

maximum stability. Specific configurations require modifications. For instance the use 

of external iSCSI storage requires host system networking on a second network 

adapter, hence the services relevant to host networking cannot be disabled. 

Note that after disabling the services on a Windows 2003/2008 Server (or XP/Windows 

7), some delays may be observed in starting the CHARON-VAX License Key driver 

(about a minute). 

If the host systems must support UPS, do not disable the "Uninterruptible Power 

Supply" service. For Wireless Ethernet do not disable the "Wireless Zero 

Configuration" service. 

Note that the "Telephony" service is needed for the default Hyper Term terminal 

emulator used in CHARON-VAX. If you plan to use a 3
rd
 party terminal emulator that 

does not rely on "Telephony", this service can be disabled.





 

 

 

Reader’s Comment Form 

We appreciate your comments, suggestions, criticism and updates for this 

manual. You can Email us your comments at: info@stromasys.com 

Please refer to the document 30-16-036 

If you found any errors, please list them with their page number. 

 


