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Preface

The HP TCP/IP Services for OpenVMS product is the HP implementation of the
TCP/IP networking protocol suite and internet services for OpenVMS Alpha and
OpenVMS VAX systems.

TCP/IP Services provides a comprehensive suite of functions and applications that
support industry-standard protocols for heterogeneous network communications
and resource sharing.

This manual provides system and network managers with information
needed for the day-to-day management of the TCP/IP Services

software product. This manual is best used in conjunction with the

HP TCP/IP Services for OpenVMS Management Command Reference manual.

See the HP TCP/IP Services for OpenVMS Installation and Configuration manual
for information about installing, configuring, and starting this product.

Intended Audience

This manual is for experienced OpenVMS and UNIX system managers and
assumes a working knowledge of OpenVMS system management, TCP/IP
networking, and TCP/IP terminology.

Document Structure
This manual contains seven parts, as follows:

Part 1 Describes how to configure network interfaces, how to set up serial lines, and
how to configure and manage routing.

Part 2 Describes how to set up and manage the BIND server, resolver, and load broker
components.

Part 3 Describes how to set up the following network services:

DHCP server

DHCP client

BOOTP and TFTP
Portmapper

Network Time Protocol (NTP)
SNMP

XXiii



Part 4 Describes how to configure network applications that let users send and receive
electronic mail from the internet, establish login sessions with a remote host,
and transfer files. These network applications include:

TELNET

FTP

Remote (R) commands
SMTP and POP
XDM-compatible X displays

Part 5 Describes how to configure, use, and manage the components that enable
transparent network file sharing, including the NFS server and NFS client.

Part 6 Describes how to configure and manage network printing services, including
LPD/LPR, TELNETSYM, and PC-NFS.

Part 7 Provides appendixes that:
= Explain how to configure GATED.
= Provide EBCDIC/DMCS translation tables.
= Describe how NFS converts UNIX file names to OpenVMS files names.

= List the acronyms related to TCP/IP networking.

Related Documents

Table 1 lists the documents available with this version of TCP/IP Services.

Table 1 TCP/IP Services Documentation

Manual Contents
HP TCP/IP Services for OpenVMS This manual provides conceptual information about TCP/IP
Concepts and Planning networking on OpenVMS systems, including general planning

issues to consider before configuring your system to use the
TCP/IP Services software.

This manual also describes the manuals in the TCP/IP Services
documentation set and provides a glossary of terms and
acronyms for the TCP/IP Services software product.

HP TCP/IP Services for OpenVMS The release notes provide version-specific information that

Release Notes supersedes the information in the documentation set. The
features, restrictions, and corrections in this version of the
software are described in the release notes. Always read the
release notes before installing the software.

HP TCP/IP Services for OpenVMS This manual explains how to install and configure the TCP/IP
Installation and Configuration Services product.

HP TCP/IP Services for OpenVMS This manual describes how to use the applications available with
User’s Guide TCP/IP Services such as remote file operations, email, TELNET,

TN3270, and network printing. This manual explains how to use
these services to communicate with systems on private internets
or on the worldwide Internet.

HP TCP/IP Services for OpenVMS This manual describes how to configure and manage the TCP/IP
Management Services product.

Use this manual with the HP TCP/IP Services for OpenVMS
Management Command Reference manual.

(continued on next page)
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Table 1 (Cont.) TCPI/IP Services Documentation

Manual

Contents

HP TCP/IP Services for OpenVMS
Management Command Reference

HP TCP/IP Services for OpenVMS
Management Command Quick
Reference Card

HP TCP/IP Services for OpenVMS
UNIX Command Equivalents Reference
Card

HP TCP/IP Services for OpenVMS
ONC RPC Programming

HP TCP/IP Services for OpenVMS
Sockets APl and System Services
Programming

HP TCP/IP Services for OpenVMS
SNMP Programming and Reference

HP TCP/IP Services for OpenVMS
Tuning and Troubleshooting

HP TCP/IP Services for OpenVMS
Guide to SSH

HP TCP/IP Services for OpenVMS
Guide to IPv6

This manual describes the TCP/IP Services management
commands.

Use this manual with the HP TCP/IP Services for OpenVMS
Management manual.

This reference card lists the TCP/IP management commands by
component and describes the purpose of each command.

This reference card contains information about commonly
performed network management tasks and their corresponding
TCP/IP management and UNIX command formats.

This manual presents an overview of high-level programming
using open network computing remote procedure calls (ONC
RPC). This manual also describes the RPC programming
interface and how to use the RPCGEN protocol compiler to
create applications.

This manual describes how to use the Sockets APl and OpenVMS
system services to develop network applications.

This manual describes the Simple Network Management Protocol
(SNMP) and the SNMP application programming interface
(eSNMP). It describes the subagents provided with TCP/IP
Services, utilities provided for managing subagents, and how to
build your own subagents.

This manual provides information about how to isolate the
causes of network problems and how to tune the TCP/IP Services
software for the best performance.

This manual describes how to configure, set up, use, and manage
the SSH for OpenVMS software.

This manual describes the IPv6 environment, the roles of
systems in this environment, the types and function of the
different IPv6 addresses, and how to configure TCP/IP Services
to access the 6bone network.

For additional information about HP OpenVMS products and services, visit the
following World Wide Web address:

http://www.hp.com/go/openvms

For a comprehensive overview of the TCP/IP protocol suite, you might find the
book Internetworking with TCP/IP: Principles, Protocols, and Architecture, by

Douglas Comer, useful.

Reader’'s Comments

HP welcomes your comments on this manual. Please send comments to either of
the following addresses:

Internet openvmsdoc@hp.com
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Postal Mail Hewlett-Packard Company
OSSG Documentation Group, ZK0O3-4/U08
110 Spit Brook Rd.
Nashua, NH 03062-2698

How to Order Additional Documentation

For information about how to order additional documentation, visit the following
World Wide Web address:

http://www.hp.com/go/openvms/doc/order

Conventions
The name TCP/IP Services means:
e HP TCP/IP Services for OpenVMS 164
= HP TCP/IP Services for OpenVMS Alpha
e HP TCP/IP Services for OpenVMS VAX
The name UNIX refers to the HP Tru64 UNIX operating system.

The following conventions are used in this manual. In addition, please note that
all IP addresses are fictitious.

Ctrl/x A sequence such as Ctrl/x indicates that you must hold down
the key labeled Ctrl while you press another key or a pointing
device button.

PF1 x A sequence such as PF1 x indicates that you must first press
and release the key labeled PF1 and then press and release
another key or a pointing device button.

In examples, a key name enclosed in a box indicates that
you press a key on the keyboard. (In text, a key name is not
enclosed in a box.)

In the HTML version of this document, this convention appears
as brackets, rather than a box.

A horizontal ellipsis in examples indicates one of the following
possibilities:

= Additional optional arguments in a statement have been
omitted.

= The preceding item or items can be repeated one or more
times.

= Additional parameters, values, or other information can be
entered.

A vertical ellipsis indicates the omission of items from a code
example or command format; the items are omitted because
they are not important to the topic being discussed.

() In command format descriptions, parentheses indicate that you
must enclose choices in parentheses if you specify more than
one.
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[]

{}

bold type

italic type

UPPERCASE TYPE

Example

numbers

In command format descriptions, brackets indicate optional
choices. You can choose one or more items or no items.

Do not type the brackets on the command line. However,
you must include the brackets in the syntax for OpenVMS
directory specifications and for a substring specification in an
assignment statement.

In command format descriptions, vertical bars separate choices
within brackets or braces. Within brackets, the choices are
optional; within braces, at least one choice is required. Do not
type the vertical bars on the command line.

In command format descriptions, braces indicate required
choices; you must choose at least one of the items listed. Do
not type the braces on the command line.

Bold type represents the introduction of a new term. It also
represents the name of an argument, an attribute, or a reason.

Italic type indicates important information, complete titles
of manuals, or variables. Variables include information that
varies in system output (Internal error number), in command
lines (/PRODUCER=name), and in command parameters in
text (where dd represents the predefined code for the device
type).

Uppercase type indicates a command, the name of a routine,
the name of a file, or the abbreviation for a system privilege.

This typeface indicates code examples, command examples, and
interactive screen displays. In text, this type also identifies
URLs, UNIX commands and pathnames, PC-based commands
and folders, and certain elements of the C programming
language.

A hyphen at the end of a command format description,
command line, or code line indicates that the command or
statement continues on the following line.

All numbers in text are assumed to be decimal unless
otherwise noted. Nondecimal radixes—binary, octal, or
hexadecimal—are explicitly indicated.
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Part 1

Connecting to the Network

Part 1 provides the information on how to get started after installing and
configuring the TCP/IP Services software.

Part 1 includes the following chapters:

Chapter 1, Managing TCP/IP Services, describes the management control
interfaces that allow you to configure and manage TCP/IP Services.

Chapter 2, Configuring Interfaces, describes how to set up network interfaces.

Chapter 3, Configuring and Managing Serial Lines, explains how to set up
serial lines.

Chapter 4, Configuring and Managing Routing, discusses how to configure
and manage network routing.

Chapter 5, Configuring and Managing failSAFE IP, describes how to set up
and manage the failSAFE IP service.






1

Managing TCP/IP Services

This chapter reviews information you need to get started with the TCP/IP
Services software. Topics include:

= Reviewing pertinent databases, logical names, and configuration guidelines
(Section 1.1).

= Enabling support for DECnet over TCP/IP, and PATHWORKS (Advanced
Server) (Section 1.2).

= Creating user accounts and proxy identities (Section 1.3).
e Configuring TCP/IP Services on an OpenVMS cluster (Section 1.4).

= Starting services with the auxiliary server (Section 1.5).

1.1 Getting Started

This manual assumes you installed and configured TCP/IP Services software with
the configuration procedure SYSSMANAGER:TCPIP$CONFIG.COM, as described
in the HP TCP/IP Services for OpenVMS Installation and Configuration manual.
This menu-driven procedure configures the software components you select or all
of the TCP/IP Services software components. The “out-of-the-box” defaults are
designed to get your system up and running as an internet host with minimal
effort.

TCPIP$CONFIG creates the database files listed in Table 1-1.

Table 1-1 Configuration Databases

Database File Name

BOOTP database SYS$COMMON:[SYSEXE]JTCPIP$BOOTP.DAT?
Configuration database SYS$COMMON:[SYSEXE]TCPIP$CONFIGURATION.DAT
Export database SYS$COMMON:[SYSEXE]TCPIPSEXPORT.DAT

Hosts database SYS$COMMON:[SYSEXE]TCPIP$HOST.DAT

Networks database SYS$SCOMMON:[SYSEXE]TCPIP$NETWORK.DAT

Proxy database SYS$COMMON:[SYSEXE]TCPIP$PROXY.DAT

Routes database SYS$COMMON:[SYSEXE]TCPIP$ROUTE.DAT

Services database SYS$SCOMMON:[SYSEXE]TCPIP$SERVICE.DAT

11f the BOOTP service is configured.
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1.1.1 Logical Names

Logical names allow you to customize or modify component behavior. Logical
names also point to directories, database files, and log files.

TCPIP$CONFIG defines the following logical names for the databases listed in
Table 1-1:

e TCPIP$BOOTP (if the BOOTP service is configured)
e TCPIP$CONFIGURATION

e TCPIP$EXPORT

e TCPIP$SHOST

e TCPIPSNETWORK

e TCPIP$PROXY

= TCPIP$ROUTE

= TCPIP$SERVICE

Service-specific logical names should be defined while the service is not running.
Always stop the service before defining logical names.

Most logical names require SYSTEM privileges in order to affect the service. You
should use the /EXECUTIVE and /SYSTEM qualifiers on the DEFINE command
line.

It is important to always use the standard, documented shutdown procedures
to stop the services and to stop TCP/IP Services; otherwise, logical names may
revert to their default definitions.

Many services reference service-specific configuration files. To specify different
configuration options for the nodes in an OpenVMS cluster, you can modify
service-specific logical name so that the configuration files are specific

to each node. In clusters with a shared system disk, the default device
(SYS$SYSDEVICE) is a cluster-common directory.

To specify node-specific configuration files, you can define the service-specific
logical to reference a node-specific file. For example, on each node that requires
node-specific customizations:

1. Shut down the service:

$ @SYS$STARTUP:TCPIPSservice SHUTDOWN.COM
2. Enter the DEFINE command for the service-specific logical name:

$ DEFINE/SYS/EXEC logical-name SYSSSPECIFIC: [directory] logical-name
3. Start the service:

$ @SYS$STARTUP:TCPIPSservice STARTUP

See individual component chapters in this manual for information on how specific
components use logical names.

1-2 Managing TCP/IP Services



Managing TCP/IP Services
1.1 Getting Started

1.1.2 Modifying Your Configuration

After the initial configuration, you may want to reconfigure existing components
or configure new ones, disable and re-enable components, add hosts, reconfigure
routing, and so forth.

When making any configuration modifications, HP recommends that you run the
configuration procedure TCPIP$CONFIG again.
Note

You cannot use TCPIPSCONFIG to set up SLIP or PPP lines. See
Chapter 3 for more information.

In some instances, TCPIP$CONFIG only partially configures a component (for
example, when configuring a BIND name server). You may need to run additional
setup programs or enter management commands to complete the configuration
and fine-tune your environment.

Component-specific chapters in this manual describe additional configuration
tasks and explain how to configure and manage specific components. These tasks
may include:

= Manually adding information, such as database records, that the
configuration procedure cannot handle

= Temporarily enabling or disabling a service
= Configuring customized applications
= Tuning performance

= Troubleshooting

1.1.3 Saving Changes

The configuration procedure TCPIP$CONFIG saves configuration and
initialization information in the file TCPIP$SCONFIGURATION.DAT. You can
modify the configuration dynamically or permanently, as follows:

= SET commands modify the software dynamically, as it is running. Changes
made in this manner are not saved permanently and are overwritten if they
differ from settings in the permanent configuration database.

e SET CONFIGURATION commands modify the permanent database but do
not take effect until the next time the product starts up.

To make changes take effect immediately and modify permanent settings, enter
both the interactive SET and permanent SET CONFIGURATION commands.

The following commands permanently modify the configuration database:
e SET CONFIGURATION [NO]BIND

e SET CONFIGURATION COMMUNICATION

e SET CONFIGURATION ENABLE [NOJSERVICE

e SET CONFIGURATION [NO]JINTERFACE

e SET CONFIGURATION [NOJNAME_SERVICE

e SET CONFIGURATION NOMAP
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= SET CONFIGURATION PROTOCOL

= SET CONFIGURATION SMTP

= SET CONFIGURATION SNMP

= SET CONFIGURATION START ROUTING

Note

Throughout this manual, all commands are assumed to be TCP/IP
management commands. Any DCL commands that are mentioned are
identified as such.

For a full description of the TCP/IP management commands and a
discussion of how to use them, see the HP TCP/IP Services for OpenVMS
Management Command Reference manual.

1.1.4 Starting and Stopping the Software
To start TCP/IP Services manually, enter the following command:

$ @SYSSSTARTUP:TCPIPSSTARTUP

The startup procedure enables the configured services and initializes the
configured network interfaces.

To stop (shut down) the product manually, enter the following command:
$ @SYS$STARTUP: TCPIPSSHUTDOWN

The shutdown procedure does the following:

1. Stops network communication

2. Disables active services

3. Deletes the network interface definitions

4. Deassigns defined logical names

5. Deletes installed images

To start TCP/IP Services automatically, add the following command to the system
startup file:

$ @SYSSSTARTUP:TCPIPSSTARTUP.COM

To maintain site-specific startup and shutdown commands and settings, create
the following files:

e SYS$STARTUP:TCPIP$SYSTARTUP.COM
e SYS$STARTUP:TCPIP$SYSHUTDOWN.COM

The site-specific startup procedure is invoked after all the TCP/IP services have
been started. These files are not overwritten when you install a new version of
TCP/IP Services.

HP recommends that you use the TCPIP$CONFIG configuration procedure to
stop and start services. However, startup and shutdown files are provided for
individual services, allowing you to stop and start individual components without
impacting the operation of the remaining TCP/IP Services software.
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This feature allows you to modify a service configuration without restarting the
TCP/IP Services product. For example, you can shut down the LPD service,
change its configuration parameters, and then restart it, without interrupting the
other TCP/IP services that are running on the system.

Each service is provided with its own startup and shutdown command procedures,
as follows:

SYS$STARTUP:TCPIPS$service STARTUP.COM, a supplied command
procedure that ensures the environment is configured appropriately and
starts up the component specified by service.

SYS$STARTUP:TCPIP$service SHUTDOWN.COM, a supplied command
procedure that shuts down a specific service component without affecting the
other services that are running.

To preserve site-specific parameter settings and commands for a specific service,
create the following files, specifying the service or component name for service.
These files are not overwritten when you reinstall TCP/IP Services:

SYS$STARTUP:TCPIPS$service SYSTARTUP.COM can be used to store
site-specific startup commands.

This procedure is invoked by the appropriate service-specific startup
procedure prior to running the service. Use the * SYSTARTUP procedure to
modify the behavior of the service each time the service or TCP/IP Services
is restarted. For example, to enable debugging mode for DHCP, define

the logical TCPIP$DHCP_DEBUG in the SYS$STARTUP:TCPIP$DHCP_
SYSTARTUP.COM file. When DHCP next starts, it will run in debug mode.

SYS$STARTUP:TCPIPS$service. SYSHUTDOWN.COM can be used to store
site-specific shutdown commands.

Service-specific startup and shutdown procedures, as well as configuration
parameters, are described in the later chapters of this manual.

1.1.5 Editing Configuration Files

Several facilities can be managed using configuration options in a facility-specific
configuration file. The following facilities support configuration files:

LPD/LPR
SMTP
IMAP

A configuration file is an ASCII text file consisting of one or more lines formatted
as follows:

Fieldl: Valuel
Field2: Value2

In this format:

Field names start in column 1, are terminated with a colon (:), and are not
case sensitive.

Values vary depending on the field.
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If a value consists of a list of items, specify them on multiple lines by
pressing the Tab key before continuing the value on the subsequent lines. For
example:

Fieldl: Iteml,

[fab)Item2,
[TablTtem3
Field2: Value2

Or specify each value as a separate instance of the same field. For example:

Fieldl: Iteml
Fieldl: Item2
Fieldl: Item3

An alternative format is:
Fieldl: Iteml, Item2, Item3

The maximum number of characters in a value is 500. Unless otherwise
noted, a field’s value is not case sensitive.

Fields described as Boolean have the following legal values:

To turn the feature on To turn the feature off
ON OFF

TRUE FALSE

1 0

YES NO

To comment out a line, type an exclamation point (!) in column 1.

1.2 Enabling PATHWORKS/Advanced Server and
DECnet-over-TCP/IP Support

TCP/IP Services software includes the PATHWORKS Internet Protocol (PWIP)
driver and the PWIP ancillary control process (PWIP_ACP).

The PWIP driver allows OpenVMS systems that are running both the

HP PATHWORKS/Advanced Server and the TCP/IP Services software to
communicate with personal computers running PATHWORKS client software.

It also enables the DECnet-over-TCP/IP feature, which is included with the
DECnet-Plus for OpenVMS Version 6.0 and later software. For more information
about DECnet over TCP/IP, see the DECnet-Plus for OpenVMS documentation.

1.2.1 Starting and Stopping the PWIP Driver

The PWIP driver can be shut down and started independently. The following files
are provided:

SYS$STARTUP:TCPIP$PWIP_DRIVER_STARTUP.COM allows you to start
up the PWIP driver.

SYS$STARTUP:TCPIP$PWIP_DRIVER_SHUTDOWN.COM allows you to
shut down the PWIP driver.
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To preserve site-specific parameter settings and commands, create the following
files. These files are not overwritten when you reinstall TCP/IP Services.

e SYS$STARTUP:TCPIP$PWIP_DRIVER_SYSTARTUP.COM can be used as a
repository for site-specific definitions and parameters to be invoked when the
PWIP driver is started.

e SYS$STARTUP:TCPIP$PWIP_DRIVER_SYSHUTDOWN.COM can be used
as a repository for site-specific definitions and parameters to be invoked when
the PWIP driver is shut down.

To start the PWIP driver, run TCPIP$CONFIG or enter the following command:
$ @SYS$STARTUP:TCPIPSPWIP DRIVER STARTUP.COM
To shut down the connection to the PWIP driver, enter the following command:

$ @SYSSSTARTUP:TCPIPSPWIP DRIVER SHUTDOWN.COM

1.3 Setting Up User Accounts and Proxy ldentities

You will need to set up accounts for local users, coordinate the establishment of
corresponding accounts on remote systems, and create accounts for remote users
who will be accessing server components on the local host.

When creating accounts for remote users, you can create one account for all
remote users, an account for groups of remote users, or accounts for individual
users. The strategy you use depends on your organization, system resources, and
security needs.

Certain product components (for example, LPD, RSH, RLOGIN, and NFS) act as
servers for remote clients. You control access to your system and to these services
by giving remote users proxy identities. A proxy identity maps a user account on
one host to an account on another host. The information you provide with each
entry, along with the privileges you set for the account, lets you specifically grant
or deny access to your system.

The configuration procedure TCPIP$CONFIG creates a proxy database file
called TCPIP$PROXY. You add proxies to this database with the ADD PROXY
command. The TCP/IP Services product allows the following two types of proxies:

= Communication proxy

A communication proxy provides an identity for remote users of RSH,
RLOGIN, RMT/RCD, and LPD. For each host, be sure to define the host
name and any aliases. Proxy entries are case sensitive. Be sure to use the
appropriate case when adding entries for remote users. Enter the ADD
PROXY command as follows:

TCPIP> ADD PROXY user /HOST=host /REMOTE USER=user

You can use wildcards when adding proxy entries for users on remote
systems. For example, the following command provides the identity STAFF to
any user on the remote host STAR:

TCPIP> ADD PROXY STAFF /HOST=STAR /REMOTE USER=*
= NFS proxy

NFS proxies provide identities for users of NFS client, NFS server, and
PC-NFS. In addition to host and user information, NFS proxies provide UNIX
identities with UID/GID pairs. NFS proxies can specify access to the NFS
client or the NFS server, or both.
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For example, the following command provides the OpenVMS identity
CHESTER for a local NFS client user with the UID/GID pair 23/34.

TCPIP> ADD PROXY CHESTER /NFS=OUTGOING /UID=23 /GID=34 /HOST="orbit"
This user can access remote files from the NFS server orbit.

See the HP TCP/IP Services for OpenVMS Management Command Reference
manual for a complete description of the ADD PROXY command. For a more
complete discussion about UNIX style identities and how the NFS server and
client use the proxy database, see Chapter 22.

1.4 Configuring a TCP/IP Cluster

If your host is part of an OpenVMS Cluster, you can use a cluster alias to
represent the entire cluster or selected host members. In this case, the network
sees the cluster as a single system with one name. Alternatively, you can
configure clustering using a DNS alias, as described in Chapter 6.

Incoming requests are switched among the cluster hosts at the end of each cluster
time interval (specified with the SET COMMUNICATION command).

Note

The cluster name is not switched from a host if there are any active TCP
connections to the cluster interface on that host.

A remote host can use the cluster alias to address the cluster as a single host or
the host name of the cluster member to address a cluster member individually.

All of the TCP/IP services support automatic failover and can be run on multiple
nodes in an OpenVMS Cluster. For example, if more than one host in the cluster
is running the NFS server, the cluster can appear to the NFS client as a single
host. For more information about configuring a specific service for cluster failover,
refer to the chapter in this manual that discusses the particular service.

1.4.1 Setting Up an ARP-Based Cluster

HP strongly recommends using the configuration procedure TCPIP$CONFIG
to configure a TCP/IP cluster. If you cannot run TCPIP$CONFIG, configure a
TCP/IP cluster by completing the following steps:

1. Create the interfaces for all cluster members.

2. Interactively specify an ARP-based cluster alias (for example, ALLOFUS).
Enter:

TCPIP> SET INTERFACE QE0 /CLUSTER=ALLOFUS /C NETWORK=255.255.0.0 -
_TCPIP> /C_BROADCAST=128.44.55.0

3. Make these settings permanent in the configuration database. Enter:

TCPIP> SET CONFIGURATION INTERFACE QE0 /CLUSTER=ALLOFUS -
_TCPIP> /C NETWORK=255.255.0.0 /C _BROADCAST=128.44.55.0

The interface changes take effect the next time the product starts up.

4. Add the cluster host name or the cluster IP address to the database of
the host. Enter the same information you use with the SET INTERFACE
command.
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5. Change the interface parameters (specified with the SET INTERFACE
command) only after deleting and re-creating an interface.

1.5 Auxiliary Server

The auxiliary server is the TCP/IP Services implementation of the UNIX internet
daemon (inetd). In addition to standard inetd functions, the auxiliary server
provides access control and event logging.

The auxiliary server listens continuously for incoming requests and acts as a
master server for programs specified in its configuration file. The auxiliary server
reduces the load on the system by invoking services only as they are needed.

1.5.1 How the Auxiliary Server Works

The auxiliary server listens for connections on the internet addresses of the
services that its configuration file (TCPIP$SERVICES.DAT) specifies. When a
connection is found, it invokes the server daemon for the service requested. Once
a server is finished, the auxiliary server continues to listen on the socket.

When it receives a request, the auxiliary server dynamically creates a network
process, obtaining user account information from one or all of the following
sources:

= TCP/IP Services proxy account

= Services database

= Remote client

= Local OpenVMS user authorization file (UAF)

In addition, users requesting services at the client can include their user account
information as part of the command line.

Once a process is created, the auxiliary server starts the requested service. All
services except RLOGIN and TELNET must have access to their default device
and directories and to the command procedures within them.

1.5.1.1 Rejecting Client Requests
The auxiliary server rejects client requests for the following reasons:

e The maximum number of simultaneous processes for the requested service
has been reached.

= The request is from a host that is marked for rejection.

= There is a problem with the target account or directory.

1.5.1.2 Configuring the Auxiliary Server
The postinstallation configuration procedure, TCPIP$SCONFIG, creates an entry
in the services database (TCPIP$SERVICE.DAT) for each service you configure.
If you need to modify your initial configuration, run TCPIP$CONFIG or use the
SET SERVICE command.

The configuration file TCPIP$SERVICE.DAT includes information about the
service name, the socket and protocol type associated with the service, the user
name under which the service should run, and any special options for the service
program.
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Before you activate a service manually, configure the auxiliary server as follows:

1.

Use the OpenVMS Authorize utility to create a restricted user account for the
process. Use the following qualifiers when creating the account:

= /NOINTERACTIVE
= /NOBATCH
= /NOREMOTE

e /FLAGS=(RESTRICTED,NODISUSER,NOCAPTIVE)

For more information about creating restricted accounts, see the OpenVMS
system security documentation.

Provide user account information that can be used when the network process
is created. Plan your requirements carefully before setting privileges, quotas,
and priorities to user accounts.

Provide the network process name.

The auxiliary server builds the network process name from the character
string in the services database. Enter this string with the SET SERVICE
command:

TCPIP> SET SERVICE service /PROCESS NAME=process

Note

For TELNET and RLOGIN, the process name is set by either the system
or users.

Set the maximum number of server processes that can run simultaneously.

This number should not exceed the maximum number of sockets allowed on
the system. To set the maximum number of processes that can connect to a
service at the same time, enter the following TCP/IP management command:

TCPIP> SET SERVICE service-name /LIMIT=n

In this command, service-name is the name of the service to which the
connections will be limited, and n is the number of connections that will
be accepted by the service at one time.

To activate the change, disable the service using the DISABLE SERVICE
command, and then enable it using the ENABLE SERVICE command.

Make sure that the protections in the systemwide SYLOGIN.COM file are set
appropriately. If they are not, enter the following DCL command:

$ SET PROTECTION=(W:RE) SYS$SMANAGER:SYLOGIN.COM

To ensure that the services database has an entry for each service offered,
enter the SHOW SERVICE command.
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1.6 Enabling Services

The services you configured are enabled during the TCP/IP Services startup
procedure. Afterwards, to initialize (enable) a service, enter the following
command:

TCPIP> ENABLE SERVICE

The ENABLE SERVICE command immediately changes the running system. The
SET CONFIGURATION ENABLE SERVICE command causes the services to be
enabled the next time TCP/IP Services starts up.

To specify the type of socket, include the /PROTOCOL qualifier on the SET
SERVICE command line. For example, to specify stream sockets, enter
/PROTOCOL=TCP. To specify datagram sockets, enter /PROTOCOL=UDP.

The auxiliary server can set socket options for a requested service either before
or during data communications. Some available options are:

e KEEPALIVE (for TCP communications)

= BROADCAST (for UDP communications)

To set the socket options, include the /[SOCKET_OPTIONS qualifier on the SET
SERVICE command.

1.6.1 Setting Up Event Logging

Event logging can help you manage the software. By default, user-defined
services do not log events, but you can enable event logging for all or selected
configured services. You can configure the product to log events to the operator’s
console, a log file, or both. To set up event logging, enter the following command:

TCPIP> SET SERVICE service-name /LOG_OPTIONS:ALL

For a list of all the logging options, see the SET SERVICE command description
in the HP TCP/IP Services for OpenVMS Management Command Reference
manual.

Some product components provide additional event logging capabilities. See
individual component chapters for more information.
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Configuring Interfaces

OpenVMS systems running TCP/IP Services communicate with other internet
hosts over a variety of physical media. Because TCP/IP is independent of the
underlying physical network, IP addresses are implemented in the network
software, not the network hardware. (See the HP TCP/IP Services for OpenVMS
Software Product Description for a complete list of supported media.)

This chapter reviews key concepts and describes:
= How to configure network controllers (Section 2.2)

e How to configure network interfaces (Section 2.3)

2.1 Key Concepts

A network controller is the hardware connection between a computer system
and a physical network. Controllers perform the packet channeling to and from
the physical medium of your network, usually a cable.

The network interface is a logical network controller — a software component
that communicates with your network software and the network controller.

For each interface, you can enable or disable the interface, set the subnet mask,
and assign IP and broadcast addresses.

2.2 Configuring Network Controllers

TCP/IP Services automatically recognizes network controllers at startup. If

you need to change the configuration (remove, modify, or add new network
controllers to your system) after installing and configuring the product, follow the
installation and configuration instructions that come with your hardware; then
run TCPIP$CONFIG again. The TCP/IP Services software recognizes the new
controller immediately, and creates new interfaces the next time the software
starts up.

Note

Hardware installation and configuration instructions are specific for the
various network controllers. Be sure to read the instructions provided
with your new hardware before installing.
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2.3 Configuring Network Interfaces

The TCP/IP Services product supports one local software interface for loopbacks
and one or more physical network interfaces for each physical network controller.

The configuration procedure initially configures your network interfaces. Use the
following commands if you need to redefine an interface or configure serial lines.
See Chapter 3 for more information about configuring serial lines.

e SET INTERFACE

e SET NOINTERFACE

e SET CONFIGURATION INTERFACE

e SET CONFIGURATION NOINTERFACE

To display information, use the SHOW INTERFACE command; to disable an
interface, use the SET NOINTERFACE command.

Note

If you are redefining an existing interface, enter the SET NOINTERFACE
command before you enter the SET INTERFACE command.

2.3.1 Specifying the Interface
Interface names include the following information:
= One letter indicating the interface type

Interface types indicate the type of controller. The following table shows the
letters you can use to indicate each type of controller:

For this

controller Use this interface type

ATM I, L

Ethernet B,C,D,FI,N,O,QR,S,WXZ
FDDI A C FQ R, W

Token Ring C,R

PPP/SLIP S

Local (loopback) L

= One letter indicating the interface class

For this
controller Use this interface class

ATM
Ethernet
FDDI
Token Ring
PPP

Serial

r T 4 T m T
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For this
controller Use this interface class
X25 X

Local (loopback) O

= An integer indicating the controller number. Controller numbers are decimal
numbers in the range of 0 through 25, corresponding to OpenVMS hardware
controller letters A through Z. The default is 0.

Primary interfaces for Ethernet controllers have names in the range SE, SEO,
SE1, SE2, ... SE24, SE25.

Interfaces for PPP controllers have names in the range PP, PPO, PP1, ... PP998,
PP999.

Interfaces for local (loopback) controllers have names in the range LO, LOQO,
LO1, ... LO08, L09

Note

OpenVMS network devices are always template devices and are
enumerated as FWAO, FWBO0, FWCO, ... FWYO0, FWZ0.

If the system has multiple interfaces, you can configure failSAFE IP to provide
automatic failover from one interface to the next. This is useful if an interface
goes offline or fails. For more information, see Chapter 5.

2.3.2 Specifying the Network Mask

An IP address consists of a network number and a host number. The network
mask is the part of the host field of the IP address the identifies the network.
Every host on the same network must have the same network mask. To specify
the network mask, use the /NETWORK_MASK qualifier.

TCP/IP Services calculates the default by setting:
= The bits representing the network fields to 1
= The bits representing the host field to 0

You can also divide the host field into a site-specific network and host field.

2.3.3 Specifying Additional IP Addresses

To establish an additional IP address for an interface, define a network alias.
This can be useful when changing network numbers and you want to continue

to accept packets addressed to the old interface, or for setting up a host with a
single interface to act as a router between subnets. Network aliases can be added
in two functionally identical ways:

= Associate multiple addresses to an existing interface.

You can use the ifconfig utility to associate multiple addresses with an
existing interface. There is no limit to the number of aliases that can be
created, and ranges of network addresses can be easily created. You should
include the ifconfig command in SYS$STARTUP:TCPIP$SYSTARTUP.COM
to ensure the network aliases are re-created whenever TCP/IP Services is
restarted.
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For example, assume interface WFO exists with a network address of
10.10.1.100 and a 24-bit subnet mask. To add an alias with an address
of 10.10.2.100 with a 24-bit subnet mask, follow these steps:

1. Define foreign commands:
$ @SYS$MANAGER:TCPIPSDEFINE COMMANDS.COM

2. Display the current interfaces. Use quotation marks to preserve case. For

example:
$ netstat -n "-I" wf0
Name Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll
WFO 4470 <Link> 0:0:£8:bd:bc:22 3049700 0 2976912 0 0
WEFOQ 4470 10.10.1 10.10.1.100 3049700 0 2976912 0 0

3. Add the network alias:
$ ifconfig wf0 alias 10.10.2.100/24
4. Display the current interfaces. For example:

S netstat -n "-I" wf0

Name Mtu  Network Address Ipkts Ierrs Opkts Oerrs Coll
WFO 4470 <Link> 0:0:£8:bd:bc:22 3049700 0 2976912 0 0
WEO 4470 10.10.1 10.10.1.100 3049700 0 2976912 0 0
WFO 4470 10.10.2 10.10.2.100 3049700 0 2976912 0 0

A range of network addresses can be associated with an interface by using
the aliaslist parameter to the ifconfig command. For more information,
enter the following command:

TCPIP> HELP IFCONFIG PARAMETERS

= Configure a pseudo-interface.

A pseudo-interface can be created to associate another network address with
the same physical interface also. Use the SET INTERFACE TCP/IP Services
management command to create a pseudo-interface. See Section 4.4.3 for
more information.
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A serial connection is made between two systems using modems and telephone
lines or other serial lines. TCP/IP Services supports serial connections using the
PPP (Point-to-Point Protocol) and SLIP (Serial Line IP) protocols. SLIP includes
CSLIP (compressed SLIP). You can use any standard OpenVMS terminal device
as a PPP or SLIP line. (PPP is available for OpenVMS Alpha systems only.)

This chapter reviews key concepts and describes:
= How to set up a PPP interface (Section 3.2)
e How to set up a SLIP interface (Section 3.3)

= How to solve serial line problems (Section 3.4)

3.1 Key Concepts

If your OpenVMS system is part of a large network, you will probably use both
PPP and SLIP for your serial connections. As an Internet standard, PPP is often
preferred because it ensures interoperability between systems from a wide variety
of vendors. PPP provides a way for your OpenVMS Alpha system to establish a
dynamic IP network connection over a serial line without an additional router or
additional server hardware.

SLIP has been in use for a longer period of time and is available for most
terminal servers and in most PC implementations of TCP/IP. Because SLIP and
PPP do not communicate with each other, hosts wanting to communicate must
use the same protocol. For example, if your terminal server supports only SLIP,
remote hosts that connect through this server must also use SLIP.

3.1.1 PPP and SLIP

One of the largest applications for IP over serial lines is dialup access. With
this type of configuration, the OpenVMS host answers calls and establishes a
connection initiated by a user on a client host. The client host can be another
OpenVMS system, a UNIX system, or a PC. Or users on the host can originate
the dialup connection to a remote host or terminal server running the same
protocol.

Dedicated serial lines running PPP or SLIP can also be used to connect separate
LANSs into a single WAN. In such a configuration, the host at each end of the
serial connection is always the same; no other hosts are allowed to connect to
either serial device.
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3.1.2 Assigning an IP Address to Your PPP or SLIP Interface

3.1.3 Serial

Every network interface must have its own unique IP address. Interfaces cannot
share IP addresses.

If you configure PPP interfaces for multiple remote hosts, the remote hosts can
obtain their individual IP addresses from your host when they connect. Similarly,
you can configure a PPP interface on your system without knowing your own IP
address and obtain it when you connect to a remote system.

Before establishing SLIP communication with a remote host, however, you must
obtain the IP address for the host’s serial interface and assign IP addresses for
each interface you configure on the local host.

When using SLIP, consider placing each serial line in a separate subnetwork. You
accomplish this by assigning the same subnet mask for the interfaces at either
end of the link.

If you need to use an address in the same subnetwork as your site LAN, use the
proxy Address Resolution Protocol (ARP) feature (see Section 3.3.4).

Line Internet Protocol

SLIP sends a datagram across the serial line as a series of bytes. It uses the
following characters to determine when a series of bytes should be grouped
together:

Character Function Hex Value Decimal Values

END Marks the end of the datagram. Co 192
When the receiving SLIP
encounters the END character,
it knows that it has a complete
datagram.

ESC Indicates the end of the SLIP DB 219
control characters.

The SLIP starts by sending an END character. If END is encountered within
the datagram as data, the SLIP inserts an escape character, sending the two-
character sequence DB DC instead. If the ESC character appears within the
datagram as data, it is replaced with the two-character sequence DB DD. The
datagram ends with the END character after the last byte in the packet is
transmitted.

There is neither a standard SLIP specification nor a defined maximum packet
size for the SLIP. The TCP/IP Services implementation of SLIP accepts 1006-byte
datagrams and does not send more than 1006 bytes in a datagram.

Compressed SLIP provides header compression that is beneficial for small packets
and low-speed serial links. Header compression improves packet throughput. You
can enable the CSLIP by means of the /COMPRESS qualifier when you enter a
SET INTERFACE command. See Table 3-3 for more information.
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PPP uses a frame format that includes a protocol field. The protocol field
identifies the protocol (for example, 1P, DECnet, or OSI) to be used for
communication between the two hosts. The PPP defines the network frame

in a 5-byte header and 3-byte trailer. A PPP frame starts and ends with the
control byte 7E hex (126 decimal). The address and control bytes are constant.
The 2-byte protocol field indicates the contents of the PPP frame.

3.2 Setting Up a PPP Interface (Alpha Only)

Use the following commands to configure a PPP interface on an OpenVMS Alpha

system:

e SET INTERFACE PPn, where n is the number of the interface, takes effect
immediately and stays in effect until the next TCP/IP Services shutdown.

= SET CONFIGURATION INTERFACE PPn, where n is the number of the
interface, makes the change part of the permanent configuration and takes
effect at the next TCP/IP Services startup.

Note

Specifying PP without the interface number is equivalent to specifying

PPO.

If you enter a SHOW INTERFACE command, the address does not appear
until a PPP connection is actually established.

Table 3-1 shows the command qualifiers used for configuring PPP interfaces.

Table 3-1 Configuring PPP Interfaces

Qualifier

Description

JCOMPRESS=[ON | OFF | AUTOMATIC]

/DESTINATION=[host_name | IP_address]

/HOST=[host_name | IP_address]

INETWORK_MASK=IP_address

/SERIAL_DEVICE=device

Optional. The default is ON. Use to negotiate header
compression.

Optional. The default is no destination host. If you do
not specify the client host's address, the PPP obtains
the correct address from the client host.

If the host is used as a dialup provider, use this
command to specify a unique IP address for a client.
In this case, you must also specify your host address
with the /HOST qualifier.

Required when setting up a host as a dialup provider;
otherwise optional. Host name or IP address using
the interface. If your host is multihomed, specify the
unique IP address if the two IP addresses map to the
same host name.

Optional. The subnet mask of the local PPP interface
in dotted-decimal notation.

Required for hard-wired or dedicated modem
connections. ldentifies the OpenVMS device name
assigned to the PPP interface, for example, TTAL.
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3.2.1 Setting Up Your Host for PPP Connections

In the client/server model for PPP connections, a host can function as a server, or
dialup provider, to respond to incoming PPP connection requests. A host can
also function as a client dialing in to a dialup provider.

= A PPP dialup provider answers modem calls from PPP clients, assigns IP
addresses, and establishes PPP connections initiated by client hosts.

Typically, a PPP dialup provider is permanently connected to the network
through an interface such as Ethernet. The dialup provider services PPP
clients that initiate temporary, dialup connections because they do not have
permanent connections.

= A PPP client establishes a temporary PPP connection to a dialup provider or
a terminal server.

Note

For information about establishing a PPP client connection from a UNIX
system, refer to the UNIX documentation. For a connection from a

PC, refer to the PC'’s dialup networking instructions. You will need to
configure your modem correctly as outlined in the Section 3.2.1.2.

Setting up an OpenVMS Alpha host as a PPP dialup provider or client involves
a series of tasks. These tasks are listed in Table 3-2 in the order you should
complete them, and are explained in Sections 3.2.1.1 through 3.2.1.6.

Table 3-2 Set Up Tasks Required for an OpenVMS Alpha PPP Dialup Provider

or Client
OpenVMS OpenVMS
Step Task Dialup Provider  Client
1 Install the correct terminal driver. Yes Yes
2 Configure your modem. Yes Yes
3 Set up an asynchronous port for modem Yes Yes
connections.
4 Configure an interface for a serial PPP Yes Optional
connection.
5 Enable IP forwarding and dynamic routing, as Yes No
appropriate.
6 Initiate a PPP connection. NETMBX and OPER No Yes

privileges required.

3.2.1.1 Installing the Terminal Driver

Confirm that the

virtual terminal driver SYS$LOADABLE_IMAGES:SYS$TTDRIVER.EXE is
installed on your host. If it is not installed, run the System Management utility
(SYSMAN), connect the device, and load the driver, as shown in the following
example:

$ RUN SYSSSYSTEM:SYSMAN

SYSMAN> IO CONNECT VTAO /NOADAPTER /DRIVER=SYSSTTDRIVER
SYSMAN> EXIT
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After you run SYSMAN, confirm that the VTAO device was created. For more
information about SYSMAN and its parameters, see the HP OpenVMS System
Management Utilities Reference Manual: M-Z.

For OpenVMS Alpha Version 7.1, you must also install the ASNDRIVER remedial
kit to prevent the system from crashing. To obtain the driver and associated
corrections, access a remedial kit and accompanying cover letter from:

http://ftp.service.digital.com/public/vms/axp/v7.1/alppppd0l 071.A-DCX AXPEXE
http://ftp.service.digital.com/public/vms/axp/v7.1/alppppd0l 071.CVRLET TXT

3.2.1.2 Configuring the Modem
To configure the modem, follow these steps:

1.

Make sure the serial port and modem cable support modem control signals.
(HP’s BC22F cable is an example of such a cable.)

Determine whether there are any baud rate restrictions associated with your
phone line or on your connecting cable (when using a null modem or modem
eliminator).

Adjust the settings on your modem to enable AT commands, as appropriate
for your modem. Some modems require you to set DIP switches, while others
require you to specify software settings.

Sample DIP switch configuration settings for U.S. Robotics Courier modems
are as follows. Note the following designations in these samples:

X = setting on (although different settings might work)
X** = setting on (required)

Dialup provider settings:

DIR normal X** DTR always on

Verbal result codes X Numeric results codes
Suppress result codes X** Display result codes

Echo offline commands X No echo offline commands

Auto answer on ring X** Suppress auto answer

Normal carrier detect X** Carrier detect override
Display all results codes X Result codes orig. mode only
Disable AT command set Enable AT command set X
Disconnect with +++ No disconnect with +++ X
Load NVRAM defaults X Load &FO settings

Client settings (defaults):

DTR normal X DIR always on

Verbal result codes X Numeric results codes

Suppress result codes Display result codes X
Echo offline commands X No echo offline commands

Auto answer on ring Suppress auto answer X
Normal carrier detect X Carrier detect override
Display all results codes X Result codes orig. mode only
Disable AT command set Enable AT command set X**
Disconnect with +++ X No disconnect with +++

Load NVRAM defaults X Load &FO settings

If possible, also configure the modem so that it does not assert the Data
Terminal Ready (DTR) signal until it asserts the Carrier Detect (CD) signal.
This configuration ensures that the terminal driver does not drop the DTR
signal prematurely.
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3.2.1.3 Setting Up an Asynchronous Port

Use the DCL command SET TERMINAL and applicable qualifiers to set up an
asynchronous port for use with the modem.

Setting up the PPP dialup provider

Enter the SET TERMINAL command and qualifiers appropriate for your
modem connection. (Note that some qualifiers require LOG_I1O or PHY_IO
privilege, or both.) For example:

$ SET TERMINAL TTAO: /ALTYPEAHD /AUTOBAUD /DIALUP /DISCONNECT /EIGHTBIT -
_$ /MODEM /NOHANGUP /NOHOSTSYNC /NOPASTHRU /NOREADSYNCH /NOTTSYNCH -
_$ /PERMANENT /TYPE AHEAD

Where:
IALTYPEAHD

/AUTOBAUD
/IDIALUP

/DISCONNECT
[EIGHTBIT

/IMODEM
/INOHANGUP

INOHOSTSYNC

/PASTHRU

/INOREADSYNCH

INOTTSYNCH

/PERMANENT
ITYPE_AHEAD

Creates a permanent, alternate type-ahead buffer. (The system
parameter TTY_ALTYPADH determines the size of the type-
ahead buffer.) Helpful when transferring larger files. This
qualifier is required.

Detects the incoming baud rate.

Specifies that the terminal is a dialup terminal. This qualifier is
required.

Ensures that the process is disconnected if the line detects a
hangup.

Sets the terminal to use the 8-bit ASCII format. This qualifier is
required.

Specifies the use of a modem. This qualifier is required.

Does not hang up the modem when the client logs off. This is the
default. This qualifier is required.

Does not allow the use of Ctrl/S or Ctrl/Q functions from the
terminal to stop or resume transmission when the input buffer is
full or empty. This is the default.

The terminal passes format-type data, such as carriage returns
and tabs, to an application program as binary data. This is the
default.

Does not allow the use of Ctrl/S or Ctrl/Q functions to
synchronize data transmitted from the terminal. This is the
default.

Does not allow transmission to be stopped or resumed by entering
Ctrl/S or Ctrl/Q, respectively.

Saves the settings.

Enables remote modems. Must be set. The terminal accepts
unsolicited input to the limit of the type-ahead buffer. This is the
default.

For detailed information about these and other SET TERMINAL qualifiers,
see the HP OpenVMS DCL Dictionary: N-Z.

Setting up the PPP client (OpenVMS Alpha only)

Enter the SET TERMINAL command and qualifiers appropriate for
your connection, as listed for the dialup provider, with the exception of

/AUTOBAUD.

Set the baud rates using the /SPEED=(input-rate,output-rate) qualifier. If the
rates are the same, specify /SPEED=rate (for example, /SPEED=9600).
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3.2.1.4 Configuring a PPP Interface

Configuring the PPP dialup provider

Use the SET INTERFACE command and qualifiers to configure the interface
for a serial PPP connection and assign a host name, IP address, network
mask, and IP address for the client host, as applicable:

TCPIP> SET INTERFACE PPn /SERIAL DEVICE=TTn: /HOST=IP address -
_TCPIP> /NETWORK MASK=IP address /DESTINATION=IP address /COMPRESS=AUTO
In this command:

— n is the controller name and unit number.

— The /HOST address is the IP address.

— The INETWORK_MASK IP address is required if your network uses
subnets.

— The /DESTINATION address is the IP address assigned to the client host
making a connection request. This address always overrides the client’s
own IP address, if the client has one.

— /COMPRESS=AUTO turns off IP header compression unless the client
uses it.

Configuring the PPP client (OpenVMS Alpha only) (Optional)

Use the SET INTERFACE command and /HOST qualifier to assign an IP
address:

TCPIP> SET INTERFACE PPn /SERIAL DEVICE=TTn: /HOST=IP_ address

In this command, n is the interface number. If you omit the interface number,
PPO is used.

If you do not specify your host’s IP address using SET INTERFACE, the
dialup provider or terminal server provides an IP address after the connection
is established.

Note

If the connecting client host has only a loopback and tunnel interface
defined:

1. A default route to the PPP interface is added to the routing table
when the connection is established.

2. The IP address of the PPP interface is assigned to the logical
names TCPIPSINET _HOSTADDR and UCX$INET _HOSTADDR
(for backward compatibility).

3.2.1.5 Enabling IP Forwarding (Dialup Provider Only)
Enter the following command to enable IP forwarding:

TCPIP> SET PROTOCOL IP/FORWARD

To enable IP forwarding in the configuration database, enter the following
command:

TCPIP> SET CONFIGURATION PROTOCOL IP/FORWARD
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Alternatively, use the sysconfig utility. First, define the TCP/IP Services foreign
commands:

$ @SYSSMANAGER:TCPIPSDEFINE COMMANDS.COM
Enter the following sysconfig commands:
$ sysconfig -r inet ipforwarding=1

$ sysconfig -r inet ipgateway=1

$ sysconfig -q inet

Note

These changes affect the running system only. To make permanent
changes to the system, modify the TCPIPSETC:SYSCONFIGTAB.DAT
database as described in the HP TCP/IP Services for OpenVMS Tuning
and Troubleshooting guide.

To send notifications automatically on all connected LANs when new hosts or
networks become reachable, use dynamic routing with the /SUPPLY option. For
example, every time a PPP link is set up to a new subnetwork, RIP (Routing
Information Protocol) advertises a corresponding route.

For example, enter the following commands:

TCPIP> START ROUTING /SUPPLY
TCPIP> SET CONFIGURATION START ROUTING /SUPPLY

If your PPP and Ethernet interfaces are in the same network, a route is created
automatically for the client hosts and an ARP proxy is advertised.

3.2.1.6 Initiating a PPP Connection

You use the OpenVMS PPP utility (PPPD) and associated commands to establish
and manage a temporary PPP connection from an OpenVMS Alpha client host
to an OpenVMS dialup provider or terminal server. Note that NETMBX and
OPER privileges are required to establish a successful connection and to display
OPCOM messages.

To invoke PPPD, enter the DCL command PPPD. The PPPD commands are
summarized in the following table. For detailed information about PPPD
commands and qualifiers, enter the HELP command.

Command Function

CONNECT Establishes a network connection through the current physical port or a
specified remote port.

DIAL_OUT Allows direct access to a device in order to dial out over a modem or link
to an external device.

DISCONNECT Terminates the network connection and returns control to the terminal

driver.
EXIT Leaves the utility and returns you to the DCL command prompt ($).
HELP Displays help text for PPPD commands.
SET Determines the device and line characteristics for the specified terminal.
SHOW Displays the device and line characteristics of the specified terminal.
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To initiate a PPP connection from an OpenVMS Alpha client to an OpenVMS
dialup provider or terminal server, follow these steps.

1.
2.

Confirm that you have NETMBX and OPER privileges.

Use the PPPD command DIAL_OUT and specify the terminal device. After
the atdt command, enter the telephone number of the dialup provider or
terminal server. (With some modems, you might need to type the number
again until dialing begins.)

For example:
$ PPPD
PPPD> DIAL OUT TTAO

Type control-~ to send a break
control-\ to disconnect
control-@ to switch to a Point-to-Point connection.

atdt 8671234

If you are connecting to another OpenVMS system, log in to the system after
you dial up, and enter the following commands to establish the connection:

$ PPPD
PPPD> CONNECT

To end the connection, enter the DISCONNECT TTn command at the PPPD>
prompt and log out.

If you are connecting to a terminal server, enter the CONNECT PPP prompt
at the LOCAL> prompt. An informational message will confirm the PPP
connection:

LOCAL> CONNECT PPP

Local -561- Starting SLIP or PPP datalink session
%PPPD-I-CONNECTITERM, converting connection on device TTAO: to a
Point-to-Point connection

To end the connection, enter DISCONNECT TTn at the PPPD> prompt. After
the connection is terminated, an OPCOM message is displayed. For example:

$%%%%%%%%%% OPCOM  23-APR-1998 15:44:32.10 %%%%%%%%%%%
Message from user XYZnet on JONES
$TCPIP-S-PPPDISCONN, Disconnected PPP Interface PP1 on TTAO

3.2.2 Removing the PPP Configuration
To remove the PPP configuration, follow these steps:

1.

If you created a PPP interface, return the associated terminal port to general
use. Enter:

TCPIP> SET NOINTERFACE PPn

In this example, n is the number of the interface. If you omit the interface
number, PPO is assumed.

If you added special route and proxy entries with the PPP line, remove them.

If you changed any terminal settings in preparation for PPP, restore them.
Enter the DCL command SET TERMINAL, and wait for the modem to reset
and free the port and phone line.
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3.3 Setting Up a SLIP Interface

Configuring the network interface for SLIP is the same as configuring the
interface for Ethernet connections. In this case, the network interface is the
modem connection. Remember that before you can configure a SLIP line, you
must choose an IP address for the interface at each end of the line and establish
a physical connection.

Use the following commands to set up the SLIP interface:

e SET INTERFACE SLn, where n is the number of the interface. If you
omit the interface number, SLO is assumed. This command takes effect
immediately and stays in effect until the next TCP/IP Services shutdown.

e SET CONFIGURATION INTERFACE SLn, where n is the number of the
interface. If you omit the interface number, SLO is assumed. This command
makes the change part of the permanent configuration. The change takes
effect at the next product startup.

Table 3-3 describes the command qualifiers used for configuring SLIP interfaces.

Table 3-3 Command Qualifiers Used for Configuring SLIP

Qualifier Description

/[[NOJAUTO_START Optional. The default is /AUTO_START.
Automatically creates the interface on startup.

/COMPRESS=[ON | OFF | AUTOMATIC] Optional. The default is no compression.
Enables or disables TCP header compression
(CSLIP). With /COMPRESS=AUTOMATIC,
compression remains off unless the remote
host begins to use it.

/[NO]JFLOWCONTROL Optional. The default is No flow control.
Enables the special handling of XON and
XOFF characters to work properly with
modems that are configured to interpret
these characters locally.

Specify /IFLOWCONTROL only if the host
at the other end of the line is another host
running TCP/IP Services. If you cannot use
/FLOWCONTROL, configure your modem
to pass all the XON and XOFF characters
through transparently.

/HOST=(host_name, IP_address) Required. Host name or IP address of the
local host. If your host is multihomed, you
must specify an address in dotted-decimal

notation.
INETWORK_MASK=subnet_address Required. The subnet mask of the local SLIP

interface in dotted-decimal notation.
/SERIAL_DEVICE=device Required for hard-wired or dedicated

modem connections. Optional for dynamic
connections.

Identifies the OpenVMS device name assigned
to the SLIP interface, for example, TTAL.

For example, the following command configures SLIP interface SL5, using
the local IP address assigned to host CROW, with a subnetwork mask of
255.255.255.0. The interface uses the terminal device TTA3:. The /COMPRESS
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qualifier enables TCP header compression (CSLIP). The /FLOWCONTROL
qualifier enables special handling of XON and XOFF characters.

TCPIP> SET INTERFACE SL5 /HOST=CROW /NETWORK MASK=255.255.255.0 -
_TCPIP> /SERIAL DEVICE=TTA3 /COMPRESS=ON /FLOWCONTROL

3.3.1 Setting Up Hard-Wired SLIP Lines
To configure SLIP with hard-wired lines, follow these steps:

1.

Establish a physical connection. Plug in a serial cable between the two host
systems or ensure that they are both cabled to opposite ends of a leased line.

Obtain an IP address if necessary.

Configure the SLIP interface. Enter the SET INTERFACE command with the
/HOST and /SERIAL_DEVICE qualifiers, which are required.

3.3.2 Setting Up SLIP Dialup Lines

You can configure either a terminal server port or an OpenVMS system to answer
dialin calls.

Follow these steps:

1.

Configure the appropriate settings for the terminal port to which you will
connect. Begin a dialog of dialing (or answering) commands with your
modem. The specific required commands depend on the type of modem you
are using.

For example, to prevent the modem from hanging up when you exit the DTE
session to bring up the SLIP line, enter the following command:

$ SET TERMINAL TTA2 /PERMANENT /MODEM /NOHANGUP
To disable interactive logins on the line, enter the following command:
$ SET TERMINAL TTA2 /PERMANENT /NOTYPEAHEAD

Any SLIP data that arrives before you enter the SET INTERFACE command
is ignored. Otherwise, this command triggers the creation of a new interactive
login process.

To enable interactive logins after a user sends a Break, enter the following
command:

$ SET TERMINAL TTA2 /PERMANENT /NOAUTOBAUD /SECURE_SERVER

Configure the modem. Enter the appropriate commands to dial the telephone
and establish communication.

Unless you are setting up a SLIP line between two hosts running TCP/IP
Services and plan to use the /FLOWCONTROL qualifier at both ends, disable
modem recognition of XON and XOFF characters. (If SLIP packets have
Ctrl/S and Ctrl/Q characters embedded in them as data, you must prevent the
modem from trying to interpret these characters.)

Either use hardware flow control or disable flow control entirely. The
following examples disable all flow control.

e With a DECmodem V32 in AT command mode, set the following values:
— AT%F0 — No speed buffering flow control
— AT%M0 — Disable speed buffering (optional)
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< With a DECmodem V32 in DMCL mode, set the following values:
— SET P2/SBU
— SET P1/SBU
— prompts appropriate answers
< With a U.S. Robotics Sportster modem, set the following values:
— AT&B0 — Variable, follows connection rate (optional)
— AT&HO — Flow control disabled
— AT&I0 — Software flow control disabled
4. Obtain IP addresses if necessary.
5. To dial in, follow these steps:
a. Enter the SET HOST /DTE command:
$ SET HOST /DTE TTnx
b. Type the telephone number. For example:
atdt telephone number

c. The connected system displays its interactive (command mode) prompt.
You are talking to the terminal server and can now make the connection.

The following example shows a user named SLIP-USER at a PC named ROBIN
with a 9600-baud modem, using terminal device TTA2 and connecting it to the
port of a terminal server. In this example:

e The terminal server is a DECserver 700 terminal server.

= The user directs the modem to dial the telephone number 222-2222.
= The password prompt of the terminal server is #.

e The terminal server’s current login password is hootowl.

= The terminal server’s prompt is Locals.

= The user types Ctrl/\ (Ctrl key plus backslash) to escape from the terminal
server to the SLIP host.

e The user defines interface SL2 and identifies it as SLIP device TTAL1: with IP
address 1.2.3.4. Communication on this line will use CSLIP.
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$ SET HOST /DTE TTA2

$REM-I-TOQUIT, connection established
Press Ctrl/\ to quit, Ctrl/e for command mode

atdt 2222222
CONNECT 9600
# hootowl (not echoed)

Network Access SW V1.5 for DS700-16
(c) Copyright 1994, Digital Equipment Corporation - All Rights Reserved
Please type HELP if you need assistance

Enter username>SLIP-USER

Local> CONNECT SLIP
Ctrl/\

TCPIP> SET INTERFACE SL2 /HOST=1.2.3.4 /NETWORK_MASK=255.255.255.0 -
_TCPIP> /SERIAL_DEVICE:TTAl: /COMPRESS=0N
3.3.3 Setting Up Your Host as a SLIP Dialup Provider

You can configure your host to answer calls and establish connections initiated by
users on remote hosts.

To set up your host as a SLIP provider:
1. Over the line you will define as a SLIP line, dial in to the host.
2. Log in to the remote host.

3. Enter an appropriate SET INTERFACE command with the /ISERIAL_DEVICE
qualifier to turn the line into a SLIP line.

For example, the following command creates a SLIP interface named SL5,
using the terminal device associated with the session where the command is
entered.

TCPIP> SET INTERFACE SL5 /HOST=192.208.35.5 /SERIAL DEVICE=TT
4. Log out.

As soon as you log out, your terminal port becomes a SLIP interface. Without
causing the modem to hang up, start SLIP on the remote system.

To facilitate connection setup for end users, create a dedicated user name for each
remote host that dials in. These users need to have a LOGIN.COM procedure
that invokes appropriate SET TERMINAL commands and TCP/IP management
SET INTERFACE commands, terminating with a LOGOUT command. Every
user should specify a different SLIP interface name and host name (or IP
address). These users require the OPER privilege to create interfaces.

You can enable IP forwarding on the SLIP provider host and start dynamic
routing. For example, enter the following commands:

TCPIP> SET PROTOCOL IP /FORWARD
TCPIP> SET CONFIGURATION PROTOCOL IP /FORWARD

To send notifications automatically on all connected LANs when new hosts or
networks become reachable, use dynamic routing with the /SUPPLY option. For
example, every time a SLIP connection is set up to a new remote subnetwork, RIP
(Routing Information Protocol) advertises a corresponding route. For example,
enter the following commands:
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TCPIP> START ROUTING /SUPPLY
TCPIP> SET CONFIGURATION START ROUTING /SUPPLY

3.3.4 Connecting a Host to the LAN

You can make your SLIP-connected host appear as if it were directly connected to
the LAN. This is possible using a proxy ARP server (usually the same host that
is acting as a SLIP gateway into the LAN).

To use proxy ARP (Address Resolution Protocol), assign to the remote host an IP
address in the same subnetwork as the LAN. As other hosts on the LAN attempt
to communicate with the remote host, the SLIP gateway answers ARP queries
for the remote host by giving its own LAN address. The gateway then forwards
packets across the SLIP line.

Many DECserver terminal server products support SLIP connections and
implement proxy ARP. If you dial in from an OpenVMS host to a terminal
server, the terminal server automatically detects your IP address and begins
responding to ARP queries, forwarding packets as necessary.

To use proxy ARP with a DECserver terminal server, assign an IP address in the
same subnetwork as the terminal server.

At the terminal server, enter the TCP/IP management command SHOW PORT
SLIP. Verify that:

= An IP address has not already been associated with your port.

e Header compression is available, if you plan to use it.

3.3.5 Setting Up a SLIP Gateway with Proxy ARP

It is also possible to set up your host as a SLIP gateway with proxy ARP. You
might prefer this approach if your dialin modems are attached directly to an
OpenVMS system rather than to a terminal server.

Follow these steps on the host to become a SLIP gateway:

1. Create a SLIP interface in another network or subnetwork, for example:
$ TCPIP SET INTERFACE SLO /HOST=10.1.2.3 /SERIAL DEVICE=TTA2

2. Add a host route for the remote system. For example:
$ TCPIP SET ROUTE FINCH /GATEWAY=10.1.2.3

3. Configure an ARP entry for the remote host, listing your own Ethernet
address (as shown in TCPIP SHOW INTERFACE /FULL). For example:

$ TCPIP SET ARP 08-00-2B-2C-4F-46 FINCH /PUBLIC
4. Enable IP packet forwarding, if not already done. Enter:
$ TCPIP SET PROTOCOL IP /FORWARD

When your host is set up as a SLIP gateway, create an interface on the
remote host at the other end of the serial line. Specify an address in the same
subnetwork as the LAN.

Although the two ends of the SLIP line are in different subnetworks, traffic
can flow properly due to the interface route you added with the SET ROUTE
command.
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3.3.6 Shutting Down SLIP
To terminate a SLIP connection, follow these steps:

1.

Return the associated terminal port to general use. Enter:
$ TCPIP SET NOINTERFACE interface

If you added special route and proxy entries in conjunction with the SLIP
line, remove them.

If you changed any terminal settings in preparation for SLIP, restore them
using the SET TERMINAL command.

3.4 Solving Serial Line Problems

If you have problems dialing in to an OpenVMS system using SLIP or PPP after
following the instructions in this chapter, perform the following steps to isolate
the cause of the problem:

1.

Check the equipment used by both the client and the dialin provider:
= Do the cables work?

= Are the modems configured properly?

= Are the DIP switches on the modems set correctly?

= Are the modem software settings correct? Make sure that flow control is
disabled.

= Are all clients and dialup providers using unique addresses?
After a software upgrade, be sure to reboot and restart TCP/IP Services.

Make sure the SET HOST attempts have not exceeded the OpenVMS security
level. To check and then delete, if necessary, any information about these
attempts, enter the following commands. Note that SECURITY privilege
must be enabled to use these commands.

$ SHOW INTRUSION
$ DELETE/INTRUSION RECORD source

Make sure that IP forwarding is enabled using the following command:
TCPIP> SHOW PROTOCOL IP/FORWARD

Make sure the terminal characteristics for the terminal device associated
with the interface are set up as follows:

$ SET TERMINAL TTnx /ALTYPEAHD /AUTOBAUD /DIALUP -
_$ /DISCONNECT /EIGHTBIT /MODEM /NOHANGUP /NOHOSTSYNC /NOPASTHRU -
_$ /NOREADSYNCH /NOTTYSYNCH /PERMANENT /TYPE AHEAD

Make sure you specify the /TYPE_AHEAD qualifier when you enter the SET
TERMINAL command to set up an asynchronous port.

Enter the SET HOST/DTE command to make sure you can log in to the
system:

$ SET HOST/DTE TTnx

If you cannot log in to or communicate with the system, you may be using the
wrong terminal device name (TTnx).

Set up OPCOM to receive messages using the DCL command
REPLY/ENABLE. You need OPER privileges to use OPCOM.
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10.

You need NETMBX and OPER privileges to establish a successful connection.
If these privileges are not enabled when you enter the CONNECT command,
you will see messages similar to the following:

$ PPPD
PPPD> CONNECT

\}'}"} (}"6~ <CTRL/@>
%PPPD-I-CONNECTTERM, converting connection on device TTAQ: to a
Point-to-Point connection

%PPPD-E-CALLBACKERR, error calling network callback

%$SYSTEM-F-NOPRIV, insufficient privilege or object protection violation
%PPPD-F-ABORT, fatal error encountered; operation terminated

Note that the extraneous data in this sample is an ASCII representation of IP
packets transmitted over the open line.

PPP sets up a default route on the client if one did not exist. Typically, a
default route exists if another interface exists on the client.

Attempt to ping the remote system:
TCPIP> PING host-name

Watch the modem’s LED display as you attempt to communicate using the
PING command.

You might not be able to ping the system if the serial line is tied up with a
large FTP operation.

Use the TCPTRACE command to see packets going in and out of the local
system. For information about using TCPTRACE, enter:

$ HELP TCPTRACE

Display a count of the packets being sent and received on the problem
interface, in full screen format, updated every second. For a SLIP problem,
enter:

TCPIP> SHOW INTERFACE SLn
To display the packet counts for PPP problem, enter:
TCPIP> SHOW INTERFACE PPn

In these commands, n is the interface number.

3.4.1 Solving PPP Problems
Keep the following in mind for PPP-specific problems:

If the virtual terminal software has not been loaded, the following error will
be displayed when you try to connect:

%PPPD-E-NEEDVIRTTERM, point-to-point connection on device TTBO: must
be done on a virtual terminal

Correct this problem by entering the following commands before you dial out:

$ RUN SYS$SYSTEM:SYSMAN

SYSMAN> IO

CONNECT VT/NOADAPTER/DRIVER=SYSS$LOADABLE IMAGES:SYSSTTDRIVER.EXE
SYSMAN> EXIT
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To make this permanent, add the following commands to the
SYSSMANAGER:SYSTARTUP_VMS.COM file:

$ SET PROCESS/PRIVILEGE=CMKRNL
$ SYSMANIO = "SYSMAN IO"
$ SYSMANIO CONNECT VT/NOADAPTER/DRIVER=SYSSLOADABLE IMAGES:SYSSTTDRIVER.EXE

Be sure to terminate any old virtual terminal sessions.

e If you are trying to use OpenVMS as a PPP client to your ISP (Internet
service provider), check where the ISP uses an authentication protocol,
such as CHAP, PAP, or RADIUS. These protocols are not supported and will
prevent a connection to OpenVMS.
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Configuring and Managing Routing

Routing allows traffic from your local network to reach its destination elsewhere
on the internet. Hosts and gateways on a network use routing protocols to
exchange and store routing information. Routing is the act of forwarding
datagrams based on information stored in a routing table.

The TCP/IP Services product provides two types of routing: static and dynamic.
This chapter reviews key routing concepts and describes:

= How to configure static routes (Section 4.2)
e How to enable and disable dynamic routing (Section 4.3)
= How to configure GATED (Section 4.4)

4.1 Key Concepts

4.1.1 Static

If the hosts on your network need to communicate with computers on other
networks, a route through a gateway must be defined. All hosts and gateways
on a network store information about routes in routing tables. With TCP/IP
Services, routing tables are maintained in both dynamic and permanent memory.

You can define routes manually (static routing), or you can enable routing
protocols that exchange information and build routing tables based on the
information exchanged (dynamic routing).

Routing

Because static routing requires manual configuration, it is most useful when the
number of gateways is limited and where routes do not change frequently. For
information on manually configuring routing, see Section 4.2.

4.1.2 Dynamic Routing

Complex environments require a more flexible approach to routing than a static
routing table provides. Routing protocols distribute information that reflect
changing network conditions and update the routing table accordingly. Routing
protocols can switch to a backup route when a primary route becomes unavailable
and can determine the best route to a given destination.

Dynamic routing tables use information received by means of routing protocol
updates; when routes change, the routing protocol provides information about the
changes.

Routing daemons implement a routing policy, that is, the set of rules that
specify which routes go into the routing table. A routing daemon writes routing
messages to a routing socket, causing the kernel to add a new route, delete an
existing route, or modify an existing route.

The kernel also generates routing messages that can be read by any routing
socket when events occur that may be of interest to the process, for example, the
interface has gone down or a redirect has been received.
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4.1 Key Concepts

TCP/IP Services implements two routing daemons: the Routing Daemon
(ROUTED) and the Gateway Routing Daemon (GATED). The following sections
provide more information.

4.1.2.1 Routing Daemon (ROUTED)

This daemon (pronounced route-dee) supports the Routing Information Protocol
(RIP). When ROUTED starts, it issues routing update requests then listens for
responses. A system configured to supply RIP information responds to the request
with an update packet. The update packet contains destination addresses and
routing metrics associated with each destination. After receiving a RIP update,
the ROUTED uses the information to update its routing table.

To configure dynamic routing with ROUTED, see Section 4.3.

4.1.2.2 Gateway Routing Daemon (GATED)

This daemon (pronounced gate-de) supports interior and exterior gateway
protocols. It obtains information from several routing protocols and selects

the best routes based on that information. You can configure GATED to use one
or more of the protocols described in Table 4-1.

Table 4-1 GATED Routing Protocols

Protocol

RFC

Description

Routing Information
Protocol (RIP) Versions
1land 2

Open Shortest Path
First (OSPF) Version 2

Exterior Gateway
Protocol (EGP)

Border Gateway Protocol
(BGP)

Router Discovery

RFC 1058, RFC 1723

RFC 1583

RFC 904

RFCs 1163, 1267, 1771

RFC 1256

RIP is a commonly used interior protocol that selects
the route with the lowest metric (hop count) as the
best route.

Another interior routing protocol, OSPF is a link-
state protocol (shortest path first) and better suited
than RIP for use in complex networks with many
routers.

EGP exchanges reachability information between
autonomous systems. An autonomous system is
usually defined as a set of routers under a single
administration, using an interior gateway protocol
and common metric to route packets. Autonomous
systems use exterior routing protocols to route
packets to other autonomous systems.

Like EGP, BGP exchanges reachability information
between autonomous systems but supports
nonhierarchical topologies. BGP uses path
attributes to provide more information about each
route. Path attributes can include, for example,
administrative preferences based on political,
organizational, or security considerations.

This protocol is used to inform hosts of the
availability of routers that it can send packets

to, and to supplement a statically configured default
router.

These routing protocols are configured in the GATED configuration file
TCPIP$GATED.CONF. This file contains statements that control tracing options,
select routing protocols, manage routing information, and manage independent
system routing.

For information on configuring dynamic routing with GATED, see Section 4.4.
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4.2 Configuring Static Routes

The first time you run the configuration procedure, TCPIP$CONFIG.COM, static
routing is configured automatically. To manually configure static routing, use the
CREATE ROUTE command to create an empty routes database file.

The default file name is SYS$COMMON:[SYSEXE]TCPIP$ROUTE.DAT. To
specify a different name, define the systemwide logical name TCPIP$ROUTE.

Note

Do not enter the CREATE ROUTE command unless you intend to
reconfigure your entire cluster.

4.2.1 Creating a Default Route

When TCP/IP is sending a packet, it consults the routing table to determine
which interface is connected to the destination network. If the packet has a
destination network address that is unknown, the packet is sent to the default
router. The default route points at the default router. For example, if a router
with address 16.20.0.173 is designated to route all packets between the local
network and the rest of the world, then the default route can be set with the
following command:

$ TCPIP SET ROUTE /DEFAULT /GATEWAY=16.20.0.173

If TCP/IP Services is active, this affects the active routes database. To ensure this
default route is available next time TCP/IP Services is started, the /PERMANENT
qualifier must be used. For example:

$ TCPIP SET ROUTE /DEFAULT /GATEWAY=16.20.0.173 /PERMANENT
Use the SET NOROUTE command to remove a route.

Or you can define the default route using the route UNIX command. In this case,
to ensure the default route is recreated next time TCP/IP Services is started,
add the command to SYS$STARTUP:TCPIP$SYSTARTUP.COM. For example,

to create the same default route as defined above, use the following UNIX style
command:

$ route add default 16.20.0.173
To remove the route, enter the following command:

$ route delete default 16.20.0.173

4.2.2 Manually Defining Static Routes

To create a static route, use the SET ROUTE command. The command has the
following effects:

= If TCP/IP Services is not active, SET ROUTE modifies the permanent
database.

e |If TCP/IP Services is active, SET ROUTE modifies the volatile database.

= If TCP/IP Services is active, SET ROUTE/PERMANENT updates the
permanent database.

The SET ROUTE command requires the following information:

e The IP address or domain name of the destination host or network
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The IP address or host name of a gateway that can reach the destination host

HP strongly recommends that you do not specify alias names with the destination
parameter or the /GATEWAY=host qualifier.

To define a route to any host on a specific network, enter:

TCPIP> SET ROUTE network IP address /GATEWAY="gateway" /NETWORK

To define a route to a specific host on a specific network, enter:

TCPIP> SET ROUTE remote host /GATEWAY="gateway"

4.2.2.1 Examples
1.

In the following example, the network is active. The SET ROUTE command
adds a route to the volatile routes database. TCPIP starts directing
communication for £lamingo through gateway francolin.

TCPIP> SET ROUTE "flamingo" /GATEWAY="francolin"

In the following example, the network is active. The SET ROUTE command
defines a routing path in the volatile routes database. The command
specifies that traffic for the network with IP address 128.30.0.0 uses gateway
francolin.

TCPIP> SET ROUTE 128.30.0.0 /NETWORK /GATEWAY="francolin"

In the following example, the network is not active. The SET ROUTE
command adds the new route to the permanent routes database. The next
time the product starts up, packets for NENE will go through a gateway
called bird.of.paradise.

TCPIP> SET ROUTE NENE /GATEWAY="bird.of.paradise"

At startup, the information in the permanent routes database, if any exists,
is loaded into the volatile routes database. You can add permanent routes
while the product is stopped or while it is running. If it is running, use the
/IPERMANENT qualifier.

The following command permanently sets routing for host albatross to go
through gateway birdygate.

TCPIP> SET ROUTE "albatross" /GATEWAY="birdygate" /PERMANENT

A default route is a route used to direct data that is addressed to an
unidentifiable network address. To define a default route, use the /IDEFAULT
qualifier.

The following command sets a default route. NIGHTINGALE is the default
gateway.

TCPIP> SET ROUTE /DEFAULT /GATEWAY=NIGHTINGALE

To check that your routes are set up correctly, use either the LOOP or PING
command.
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4.2.3 Displaying Manually Defined Routes

To display static routes, use the SHOW ROUTE command. To see the permanent
database, specify the /PERMANENT qualifier.

The display shows the following types of routes:

= A — Active route (A route that was created manually or associated with an
interface.)

< D — Dynamic route. (A route that was dynamically created by the ROUTED
or GATED routing daemon.)

e H — Host route (A route to a host.)
= N — Network route (A route to a network.)
= P — Permanent route (A route from the route database.)

To display a route that was defined by an address, specify either its address or a
wildcard.

Some examples of displaying routes are listed below.

1. The following example displays information about all the manually defined

routes.
TCPIP> SHOW ROUTE /FULL
DYNAMIC
Type Destination Gateway

AN  11.111.0.0 destin hostl 11.110.5.118 gate host
AH  22.111.4.10 destin host2 22.110.5.120 gate host 2

2. The following example displays the permanent static routes that were defined
with SET ROUTE/PERMANENT.

TCPIP> SHOW ROUTE /PERMANENT

PERMANENT
Type Destination Gateway
PN 0.0.0.0 11.20.208.100 pterodactyl.extinct.com
PN 1.1.1.1 22.2.2.2

Another way to display route information is by using the netstat UNIX
command. For example, to display the routes, and suppress conversion of
network numbers to names, enter the following commands:

$ @SYSSMANAGER:TCPIPSDEFINE COMMANDS.COM

$ netstat -rn
Routing tables
Destination Gateway Flags Refs Use Interface

Route Tree for Protocol Family 26:

Route Tree for Protocol Family 2:

default 16.20.0.173 UG 0 0 WEL
default 16.20.0.173 UG 0 0 WEO
16.20/16 16.20.208.161 U 2 56 WEl
16.20/16 16.20.208.160 U 1 9 WEO
16.20.208.160 16.20.208.160 UHL 0 0 WEO
16.20.208.161 16.20.208.161 UHL 0 0 WEl
127.0.0.1 127.0.0.1 UHL 1 1 LOO
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This example shows a multihomed host with two interface adapters. For more
information about the netstat utility, enter the following command:

TCPIP> HELP NETSTAT

4.3 Enabling and Disabling Dynamic Routing

Use the configuration procedure TCPIP$CONFIG to enable dynamic routing and
configure your host to receive routing protocol messages as follows:

1. Select the Routing option from the Core Environment menu.

2. Answer “Yes” to the question "Do you want to configure dynamic ROUTED or
GATED routing [NO]:"

3. You are asked whether you want to enable GATED.
Do you want to enable GATED routing configuration?

If you answer “Yes” to this question, GATED will be enabled. If you answer
“No,” ROUTED will be enabled.

4. If you choose to enable ROUTED, indicate whether you want your host to
supply RIP updates to other hosts on the network (in addition to receiving
RIP updates) and the default network route.

5. If you choose to enable GATED, you must also configure the routing protocols
in the GATED configuration file TCPIP$GATED.CONF. See Section 4.4 for
more information about configuring GATED.

To disable dynamic routing:
1. Select the “Routing” option from the CORE ENVIRONMENT menu.
2. Answer “Yes” to the following questions:

Do you want to reconfigure dynamic ROUTED or GATED routing [NO]: Y

Do you want to disable dynamic ROUTED or GATED routing configuration
[NO]: Y

Alternatively, enter the TCP/IP management command STOP ROUTING.

When you disable GATED routing, the GATED routes are preserved. To disable
GATED and remove all GATED routes from the routing table, enter the command
STOP ROUTING/GATED.

4.4 Configuring GATED

You must configure the GATED protocols before starting GATED routing.
Edit a copy of the sample file TCPIP$GATED.TEMPLATE (located in the
SYS$SYSDEVICE:[TCPIP$GATED] directory) to add statements that select
routing protocols, manage routing information, manage independent system
routing, and control tracing options.

1. Use TCPIP$CONFIG to enable GATED.
2. Edit the TCPIP$GATED.TEMPLATE file.

3. Save the file TCPIP$GATED.CONF in the
SYS$SYSDEVICE:[TCPIP$GATED] directory.

4. If GATED is already running, stop it by entering the command
STOP ROUTING/GATED.
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5. Start GATED by entering the command START ROUTING/GATED.

See the HP TCP/IP Services for OpenVMS Management Command
Reference manual for detailed descriptions of the SET GATED and START
ROUTING/GATED commands.

If you do not format the configuration file correctly, GATED terminates.
For specific information about how to edit the GATED configuration file, see
Appendix A.

4.4.1 Datagram Reassembly Time

Reassembly is the process of reconstructing a complete data message from
received fragments. The reassembly timer determines the length of time allowed
for the reassembly process. You can modify the reassembly timer to ensure that
IP datagram fragments are optimally reassembled at the destination host.

Consider the following when setting the reassembly timer:

= If the timer expires before the host receives all the fragments, they are
discarded.

= An inappropriately small interval might result in too many datagrams being
discarded.

= An excessive interval might degrade internet performance.
Enter the following commands to reset the reassembly timer:
= For the current session:

TCPIP> SET PROTOCOL IP /REASSEMBLY TIMER=n
= To reset at the next TCP/IP Services startup:

TCPIP> SET CONFIGURATION PROTOCOL IP /REASSEMBLY TIMER=n

In the following example, the first command changes the IP reassembly time to
20 seconds on the running system. This new setting remains in effect until the
next TCP/IP Services startup.

The second command makes the change permanent by modifying the
configuration database, TCPIP$CONFIGURATION.DAT.

TCPIP> SET PROTOCOL IP /REASSEMBLY TIMER=20
TCPIP> SET CONFIGURATION PROTOCOL IP /REASSEMBLY TIMER=20

4.4.2 Enabling Forwarding

To enable packet forwarding between networks, enter the following TCP/IP
management command:

TCPIP> SET PROTOCOL IP /FORWARD

To ensure this is set up the next time TCP/IP Services is restarted, enter the
following command:

TCPIP> SET CONFIGURATION PROTOCOL IP /FORWARD
Display the setting using the following command:

TCPIP> SHOW PROTOCOL /PARAMETERS
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Or use the sysconfig utility to enable forwarding. First, define foreign
commands:

$ @SYSSMANAGER:TCPIPSDEFINE COMMANDS.COM
Enter the following sysconfig command:
$ sysconfig -r inet ipforwarding=1 ipgateway=1

To make sure forwarding is enabled after restarting TCP/IP Services, define these
attributes in the SYSCONFIGTAB.DAT database file, as described in the HP
TCP/IP Services for OpenVMS Tuning and Troubleshooting guide.

To view the setting, use the following command:
$ sysconfig -q inet ipforwarding ipgateway

When multiple networks share the same physical media and the host has just
one interface, it is still possible to forward packets between these networks by
creating a network alias, as described in Section 2.3.3.

For example, consider a network in which two networks have network addresses
of 16.20.1/24 and 16.20.2/24, and the host address is 180. If the host has a single
ethernet interface, WEOQ, create the interface and pseudointerfaces as follows:

TCPIP> SET CONFIGURATION INTERFACE WEO /HOST=16.20.1.180 -
_TCPIP> /NETWORK MASK=255.255.255.0 /BROADCAST MASK=16.20.1.255

TCPIP> SET CONFIGURATION INTERFACE WEAO /HOST=16.20.2.180 -
_TCPIP> /NETWORK MASK=255.255.255.0 /BROADCAST MASK=16.20.2.255

TCPIP> SET CONFIGURATION PROTOCOL IP /FORWARD

When TCP/IP Services is restarted, the host will forward packets between these
networks.

Alternatively, you can add the following commands to TCPIP$SYSTARTUP.COM
and then restart TCP/IP Services:

$ ifconfig we0 aliaslist 16.20.1-2.180/24

$ sysconfig -r inet ipforwarding=1 ipgateway=1

4.4.3 Extending Routing

To use extended routing, define pseudointerfaces. A pseudointerface is a
data structure that extends routing. Like an interface, the name of an internet
pseudointerface is three alphabetic characters, followed by the pseudointerface
unit number in the range of 0 through 255.

The first two characters are the same as the two characters in the internet
interface name (interface type and interface class). See Section 2.3.1 for more
information about interface names.

The third character identifies the controller letter that corresponds to the
OpenVMS hardware controller.

For example, for an OpenVMS Alpha system with two Ethernet controllers, EZAO
and EZBO, you can define the following internet interfaces and pseudointerfaces:

e |Internet interfaces:
- ZEO
- ZE1
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« Internet pseudointerfaces, each with its own IP address, network mask, and
broadcast mask:

- SEA
SEAO
SEAl

SEA254
SEB255

To extend routing, follow these steps:

1. Define the pseudointerfaces using the SET INTERFACE and SET
CONFIGURATION INTERFACE commands:

TCPIP> SET NOINTERFACE interface

TCPIP> SET INTERFACE interface /HOST=host -
_TCPIP> /NETWORK MASK=mask /BROADCAST MASK=b mask

TCPIP> SET CONFIGURATION INTERFACE interface /HOST=host -
_TCPIP> /NETWORK MASK=mask /BROADCAST MASK=b mask

For example, to specify the pseudointerface FFAO on host KESTREL, with
network mask 255.255.0.0 and broadcast mask to 128.30.0.0, enter:

TCPIP> SET NOINTERFACE FFAOQ

TCPIP> SET INTERFACE FFAQ /HOST=KESTREL /NETWORK MASK=255.255.0.0 -
_TCPIP> /BROADCAST MASK=128.30.0.0

2. Enter the same information into the configuration database to set up the
interfaces at startup. For example:

TCPIP> SET CONFIGURATION INTERFACE FFAQ /HOST=KESTREL -
_TCPIP> /NETWORK MASK=255.255.0.0 /BROADCAST MASK=128.30.0.0

To display information about the network interfaces, use the SHOW
INTERFACE command. To remove the interface from the configuration
database, use the SET CONFIGURATION NOINTERFACE command.

Interface Routes

If you have a configuration in which multiple networks share the same physical
LAN, you can communicate directly with hosts in other networks without the
need of a pseudointerface for each network.

You can use a broadcast address to designate an interface route, also called a
metric O route.

To create interface routes, follow these steps:

1. As the gateway for the route, enter either one of the host's own addresses or
the broadcast address associated with an interface.

TCP/IP Services recognizes this route as an interface route.

2. Configure the hosts in the other network to recognize that your network is
present on their LAN.
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For example, network 99.0.0.0 is on the same cable as network 192.199.199.0. On
host 99.1.2.3, specify network 192.199.199.0 as directly reachable:

TCPIP> SET ROUTE 192.199.199.0 /NETWORK /GATEWAY=99.1.2.3
On the hosts in network 192.199.199.0, enter:

TCPIP> SET ROUTE 99.0.0.0 /NETWORK /GATEWAY=192.199.199.255

4.4.5 Manually Configuring a Hardware Address

Network hosts require manual configuration of a hardware address for a remote
IP address under the following conditions:

= The remote host does not support the Address Resolution Protocol (ARP). You
need static mapping of IP addresses to hardware addresses.

= The remote host is running ARP, but a change was made to the internet
interface on that host.

To notify your system about the change, flush the address mapping tables.
Use the SET NOARP command to do this.

For example, to map the Ethernet address AA-02-04-05-06-07 of host ROOK, add
the hardware address to the ARP table by entering the following command:

TCPIP> SET ARP AA-02-04-05-06-07 ROOK
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Configuring and Managing faillSAFE IP

failSAFE IP is an optional service provided by TCP/IP Services to allow IP
addresses to fail over when interfaces cease functioning on a system where
multiple interfaces have been configured. When the same IP address is
configured on multiple interfaces, network connections can be maintained when:

e The network interface card (NIC) fails.

= A cable is disconnected or broken.

= A switch for a port fails.

= The node or the TCP/IP Services software is shut down.
This chapter reviews key concepts and describes:

= How to configure failSAFE IP (Section 5.2)

= How to manage failSAFE IP (Section 5.3)

5.1 Key Concepts

The failSAFE service monitors an interface and takes appropriate action

upon detecting interface failure or recovery. failSAFE IP provides IP address
redundancy by requiring the same IP address to be configured on multiple
interfaces. Only one instance of each IP address is active at any time; the other
duplicate IP addresses are in standby mode.

Standby IP addresses can be configured on multiple interfaces within the same
node or across an OpenVMS Cluster. The interfaces are monitored by the
failSAFE IP service. When an interface fails, each active IP address on the failed
interface is removed and the standby IP address becomes active. If an address
is not preconfigured with a standby, then the address is removed from the failed
interface until it recovers.

Static routes on the failed interface are also removed and are configured on any
interface where their network is reachable.

When an interface recovers, it can request that its IP addresses be returned

to it when the interface is configured as the home interface for one or more
addresses. When the home interface recovers, it requests that the current holder
of the address give it up. (For more information about home interfaces, see
Section 5.2.3.)

The current holder of an address does not release an address if this action will
result in dropped connections, or if the current holder is also designated as a
home interface for that address.

Management intervention can be taken to force the removal of an address.
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5.2 Configuring failSAFE IP
Configuring failSAFE IP requires two steps:

1. Assign the same IP address to multiple interfaces. Only one instance of
that address is active; all other instances are in standby mode. For simple
configurations, use the TCPIP$CONFIG Core Interface menu to assign an IP
address to multiple interfaces. Alternatively, use the ifconfig utility, which
provides a greater degree of management control. For more information, see
Section 5.2.1.

2. Use the TCPIP$CONFIG.COM command procedure to enable the failSAFE IP
service, which monitors the health of interfaces and takes appropriate action
when it detects interface failure or recovery. This service is available from
the Optional Components menu.

5.2.1 Configuring failSAFE IP Manually

A failSAFE IP address can be configured by using the TCPIP$CONFIG.COM
command procedure, or manually by using the TCP/IP management command
SET INTERFACE.

For instance, to create an IP address of 10.10.10.1 on interface IEO and a
standby alias address on interface IE1 (pseudointerface IEBO), use the following
commands:

$ TCPIP
TCPIP> SET INTERFACE IE0/HOST=10.10.10.1
TCPIP> SET INTERFACE IEB0/HOST=10.10.10.1

Alternatively, you can use the ifconfig utility to configure an interface manually.
For example:

$ ifconfig ie0 10.10.10.1
$ ifconfig iel alias 10.10.10.1

To view the standby addresses, use the ifconfig utility. For example:

$ ifconfig -a
IEOQ: flags:c43<UP,BROADCAST,RUNNING,MULTICAST,SIMPLEX>
*inet 10.10.10.1 netmask ££000000 broadcast 10.255.255.255
IELl: flags:cO3<UP,BROADCAST,MULTICAST,SIMPLEX>
failSAFE IP Addresses:
inet 10.10.10.1 netmask ££f000000 broadcast 10.255.255.255 (on HUFFLE IEO)

In this example, interface IE1 displays a failSAFE IP address that is active on
node HUFFLE, interface IEO.

Note

In an OpenVMS Cluster, an IP address with active connections cannot be
reassigned to another node in the cluster. Therefore, you should always
configure a standby interface on the same node as the home interface.

DNS-controlled primary addresses should be placed under the control of the
BIND/DNS load broker to make sure that the DNS alias continues to be available.
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The ifconfig utility provides greater control of failSAFE IP addresses. Table 5-1
describes the ifconfig options that support failSAFE IP.

Table 5-1 ifconfig Options for failSAFE IP

Option Description

[-1fail Forces an interface to fail. You can recover the interface using the
-fail command.

[-]Thome Forces an alias address to be created with a home interface. This
option is used used when creating IP addresses. By default, all
primary IP addresses are created with a home interface.

[-1fs Creates an address that is not managed by failSAFE IP. All IP
addresses are created as failSAFE addresses by default, except for
addresses assigned to the loopback interface LOO (for instance, the
local host address 127.0.0.1).

5.2.2 Modifying the failSAFE IP Configuration Parameters

By default, the failSAFE IP service monitors all TCP/IP interfaces on a system,
periodically polling each interface using default polling intervals. You can
override the defaults by editing the configuration file. To change the name or
location of the configuration file, define the logical name TCPIP$FAILSAFE. Be
sure to include the /SYSTEM and /EXECUTIVE qualifiers, and make sure that
the failSAFE process is stopped, or your changes will not take effect. By default,
the configuration file name and location are:

SYSSSYSDEVICE: [TCPIPSFSAFE] TCPIPSFAILSAFE. CONF

Table 5-2 describes the configuration parameters.

Table 5-2 failSAFE IP Configuration Parameters

Parameter

Description Default

GENERATE_TRAFFIC Enables failSAFE IP to periodically MAC

generate either MAC-level broadcasts

or gratuitous ARP packets. ARP traffic
requires an active IP address on the
NIC. MAC-level traffic is sent regardless
of the NIC configured with IP. You can
also use this parameter to turn off traffic
generation.

This parameter allows three settings:
- MAC
- ARP
- OFF

For example,to generate periodic ARP
packets, enter the following parameter in
the configuration file:

GENERATE TRAFFIC: ARP
(continued on next page)

Configuring and Managing failSAFE IP 5-3



Configuring and Managing failSAFE IP
5.2 Configuring failSAFE IP

Table 5-2 (Cont.) failSAFE IP Configuration Parameters

Parameter Description

Default

MAC_PTY If MAC-level broadcast traffic is
being generated, the MAC protocol
type may also be specified as a
two-byte hexadecimal number.
For example, from the Web site,
http://www.iana.org/assignments/ethernet-
numbers, the DEC Diagnostic protocol
type has a value of 6005.

For example, to generate MAC protocol
packets of the DEC Diagnostic protocol,
enter the following parameter in the
configuration file: MAC_PTY: 6005

LOGFILE Specifies the name and location
of the log file. The logical name
TCPIP$FAILSAFE_LOGFILE points
to the log file. For example, to specify
an alternate location, enter the following
parameter in the configuration file:

LOGFILE: DEV1: [STATS]FAILSAFE.LOG

INTERFACE_LIST The list of interfaces that failSAFE
monitors.
INFO_POLL Specifies the polling interval used when

the interface is known to be functional.
It requires two INFO_POLL timeouts
to determine that an interface is not
responding, at which time the polling
frequency is set to the WARN_POLL
period.

WARN_POLL Specifies the polling interval used when
the interface first stops responding. It
will continue polling the interface for
RETRY_WARN attempts before the
interface is deemed to be malfunctioning,
at which time the polling frequency is set
to ERROR_POLL and failover occurs.

RETRY_WARN Specifies the number of warning polls
before the interface is deemed to be
malfunctioning and the IP addresses
associated with it are removed. A value
of zero skips the WARN_POLL cycle.

ERROR_POLL Specifies the polling interval used
when the interface is deemed to be
malfunctioning. failSAFE monitors
a malfunctioning interface at this
frequency until it determines that the
interface has recovered, at which time
the polling frequency is set back to the
INFO_POLL period.

If this parameter is not specified,
an available protocol type is
selected.

SYSSSYSDEVICE: [TCPIPSFSAFE] -
TCPIPSFAILSAFE nodename.LOG

All interfaces

3 seconds

2 seconds

1 retry

30 seconds
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5.2.3 Creating and Displaying Home Interfaces

failSAFE IP addresses can be created with a designated home interface. By
default, all primary IP addresses are created with a home interface. A home
interface provides a preferential failover and recovery target in an effort to
always migrate IP addresses to their home interface, thereby limiting the
disruption to users.

You can use the ifconfig utility to create and display addresses configured with
home interfaces. For example, to create three addresses, enter the following

commands:
$ ifconfig ie0 10.10.10.1 ! primary has home interface by default
$ ifconfig ie0 alias 10.10.10.2 I alias does not

$ ifconfig ie0 home alias 10.10.10.3 ! create alias with home interface

Although the TCP/IP management command SET INTERFACE can be used to
create primary and alias addresses, it does not allow you to create the home alias
address. You must use the ifconfig utility to do this.

When addresses are displayed by the ifconfig utility, those addresses with a
home interface are marked with an asterisk (*). For example:
$ ifconfig ie0
IEO: flags=c43<UP,BROADCAST,RUNNING,MULTICAST, SIMPLEX>
*inet 10.10.10.1 netmask ££000000 broadcast 10.255.255.255

inet 10.10.10.2 netmask ££f000000 broadcast 10.255.255.255
*inet 10.10.10.3 netmask ££000000 broadcast 10.255.255.255

The asterisk indicates that the addresses 10.10.10.1 and 10.10.10.3 have a home
interface of 1EO.
Note

The TCP/IP management command SHOW INTERFACE does not identify
addresses with a home interface.

Creating IP addresses with home interfaces spreads the IP addresses across
multiple interfaces. This is useful for load-balancing and gaining higher
aggregate throughput. If a home interface recovers after a failure, the addresses
may return to their recovered home interface, thus maintaining the spread of
addresses across the available interfaces.

Note

The IP address will not migrate toward a home interface while that
address has active connections.

5.3 Managing failSAFE IP

The failSAFE IP service monitors the state of interfaces and, upon detecting a
failure or recovery, takes the appropriate action. To start and stop the failSAFE
IP service, run the following command procedures:

e SYS$STARTUP:TCPIP$FAILSAFE_STARTUP.COM
e SYS$STARTUP:TCPIP$FAILSAFE_SHUTDOWN.COM
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The failSAFE IP service performs the following actions:

1.

Monitors the state of interfaces by periodically reading their Bytes Received
counter.

When required, marks an interface as failed or recovered.

Maintains static routes to ensure they are preserved after interface failure or
recovery.

Logs all messages to TCPIP$FAILSAFE_RUN.LOG. Important events are
additionally sent to OPCOM.

Invokes a site-specific command procedure. For more information about the
site-specific command procedures, see Section 22.1.1.

Generates traffic to help avoid phantom failures, as described in
Section 5.3.5.3.

If the failSAFE IP service is not enabled, configuring a failSAFE IP address
across nodes provides identical functionality to the IP cluster alias, as described
in Section 1.4.

5.3.1 failSAFE IP Logical Names

You can use logical names to customize the operating environment of failSAFE
IP. The logical names must be defined in the LNM$SYSTEM_TABLE for them to
take effect.

Table 5-3 describes the failSAFE IP logical names.

Table 5-3 failSAFE IP Logical Names

Logical Name Description

TCPIPS$FAILSAFE Specifies the configuration file that is read by

TCPIP$FAILSAFE during startup. This logical
must be defined prior to starting the failSAFE IP
service. The default file specification is

SYSSSYSDEVICE: [TCPIPSFSAFE] -
TCPIPSFAILSAFE. CONF.

TCPIPS$FAILSAFE_FAILED_ifname Simulates a failure for the named interface

(ifname). This logical name is translated each
time failSAFE IP reads the LAN counters.

To determine the interface name, use the TCP/IP
management command SHOW INTERFACE.

TCPIP$SYFAILSAFE Specifies the name of a site-specific command

procedure that is invoked when one of three
conditions occurs: interface failure, retry failure,
or interface recovery. The default file specification
is SYSSMANAGER:TCPIP$SYFAILSAFE.COM.

TCPIP$SFAILSAFE_LOG_LEVEL Controls the volume of log messages sent to

OPCOM and the log file. This logical is translated
each time failSAFE IP logs a message. The
default value is 0.

(continued on next page)
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Table 5-3 (Cont.) failSAFE IP Logical Names

Logical Name Description

TCPIP$FSACP_LOG_LEVEL Controls the volume of log messages sent to
OPCOM by the ACP. This logical should be used
only when directed by customer support. The
default value is 0.

5.3.2 Customizing failSAFE IP

You can create a site-specific command procedure to be invoked under specified
circumstances, such as when an interface fails. You can customize the command
procedure to handle the following circumstances:

= When the interface first appears to have stopped responding. This is the first
warning that a problem may exist, but no action to failover IP addresses has
been taken yet.

e When an attempt to generate traffic on the interface fails. After the retry
limit is reached, the interface is deemed as malfunctioning, and IP addresses
are removed from the interface. Failover occurs.

= When the interface recovers.
The default site-specific command procedure is:
SYS$MANAGER : TCPIPSSYFAILSAFE. COM
To modify the location or file name, define the logical name TCPIP$SYFAILSAFE.
Use the following text strings as parameters to the command procedure:
e P1is the interface name (for example, IEQ)
= P2 is the state. The states are:
— INFO_STATE
— WARN_STATE
— ERROR_STATE

The TCPIP$SYFAILSAFE procedure is invoked by the TCPIP$SFSAFE account,
which by default has minimum privileges and quotas. It is necessary to
ensure the TCPIP$SYFAILSAFE procedure is both readable and executable

by the TCPIP$FSAFE account. In addition, the TCPIP$FSAFE account may
require additional quotas and privileges so that it can execute all the commands
contained within the TCPIP$SYFAILSAFE procedure.

5.3.3 Reestablishing Static and Dynamic Routing

When an interface fails, failSAFE IP removes all addresses and static routes from
the failed interface. The static routes are reestablished on every interface where

the route’s network is reachable. This action can result in the creation of a static
route on multiple interfaces and is most often observed with the default route.

You may need to restart dynamic routing to ensure that the dynamic routing
protocol remains current with changes in the interface availability. If this is
necessary, restart the routing process using the following TCP/IP management
commands:
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TCPIP> STOP ROUTING /GATED
TCPIP> START ROUTING /GATED

For GATED, failSAFE IP can be configured to scan the interfaces periodically for
any changes. Use the GATED configuration option scaninterval. You can scan
the interfaces manually using the following TCP/IP management command:

$ TCPIP SET GATED/CHECK INTERFACES

For more information about routing protocols, see Chapter 4.

5.3.4 Displaying the Status of Interfaces

The failSAFE IP service periodically reads the network interface card (NIC) Bytes
Received counter to determine the status of an interface. You can display the
Bytes Received counter using the LANCP utility. For example, to view the Bytes
Received counters for all interfaces, enter the following command:

$ pipe mcr lancp show device/count | search sys$pipe "Bytes received"/exact

The types of events that prevents the Bytes Received counter from changing
include:

e Failing interface hardware

= Disconnected physical link

= Shutting the interface down using TCP/IP management commands
= Shutting down TCP/IP Services

e Shutting down a node

5.3.5 Guidelines for Configuring failSAFE IP

This section describes guidelines that can help avoid common pitfalls in
configuring failSAFE IP.

5.3.5.1 Validating failSAFE IP
Most contemporary networks are highly stable and rarely suffer from the
problems that require failSAFE IP. Consequently, on the few occasions where
failSAFE IP is required, it is critical that the service be validated in the
environment where it is being deployed. Failure to do this can result in
unexpected problems at the critical moment.

Since real failures are rare and sometimes difficult to simulate, the logical name
TCPIPSFAILSAFE_FAILED_ ifname is provided. After configuring failSAFE IP
addresses and starting the fail[SAFE IP service, validate the configuration using
the following procedure:

1. Establish connections and generate IP traffic.

Using TELNET or FTP, create incoming and outgoing TCP connections to
the multihomed host from inside and outside the subnet. Verify that these
connections are established by using the following commands:

$ @SYSSMANAGER:TCPIPSDEFINE COMMANDS.COM

$ ifconfig -a ! Check the interface addresses
$ netstat -nr ! Check the routing table
$ netstat -n ! identify which interfaces are being used

2. Simulate a failure and observe.
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Simulate a failure and observe OPCOM and log file messages. Use the
following command to simulate a failure:

$ DEFINE/SYSTEM TCPIPSFAILSAFE FAILED ifname 1 ! or disconnect the cable

Wait long enough for failover to occur, which is signaled by OPCOM messages.
Then observe the effects of failover and verify that TCP connections are still
established and can transfer data. For example, TELNET sessions should
respond to keyboard input.

Use the following commands to see how IP addresses and routing have

changed:
$ ifconfig -a ! Observe how the addresses have migrated
$ netstat -nr ! Observe how the routing table has changed

3. Recover from the simulated failure and observe the OPCOM messages.

$ DEASSIGN/SYSTEM TCPIPSFAILSAFE FAILED ifname | or reconnect the cable
$ ifconfig -a ! Observe how the addresses have migrated
$ netstat -nr ! Observe how the routing table has changed

Again, ensure that TCP connections are still established and can transfer
data.

Note

Simulating a failure with the logical name TCPIP$FAILSAFE_FAILED _
ifname does not disrupt physical connections and therefore is not an
accurate indicator of whether the services will survive a real failover
situation. Consequently, this procedure should be repeated by physically
removing a network cable from one or more of the interfaces. Since this
action might be disruptive to network services, it should be scheduled
during a maintenance period, when disruption can be tolerated.

5.3.5.2 Configuring Failover Time

The key concern for configuring the failSAFE IP service is the time it takes to
detect a failure and for the standby IP address to become active. One goal of
a failSAFE IP configuration is to avoid disrupting existing connections, so the
failover time must be within the connection timeout.

The minimum failover time is calculated as:
INFO POLL + (WARN POLL * RETRY)

The maximum failover time is calculated as:
(2 * INFO POLL) + (WARN POLL * RETRY)

For explanations of the variables, see Table 5-2. The default values (INFO_
POLL=3, WARN_POLL=2, RETRY=1) result in a failover range of 5 to 8 seconds.
Note that this does not take into account the system load.

The recovery time will be less than the ERROR_POLL period, which is, by
default, 30 seconds.
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5.3.5.3 Avoiding Phantom Failures
The health of a NIC is determined by monitoring the NIC’s Bytes Received
counter. This provides a protocol-independent view of the NIC counters. However,
in a quiet network, there may be insufficient traffic to keep the Bytes Received
counter changing within the failover detection time, thus causing a phantom
failure. To counteract this, the failSAFE service attempts to generate MAC-layer
broadcast messages, which are received on every interface on the LAN except for
the sending interface.

Consequently, in a quiet network with only two interfaces being monitored by
the failSAFE IP service, a single NIC failure can also result in a phantom failure
of the other NIC, since the surviving NIC is not able to increase its own Bytes
Received counter.

You can reduce phantom failures in a quiet network by configuring the failSAFE
IP service for at least three interfaces on the LAN. If one interface fails, the
surviving interfaces continue to maintain one another’s Bytes Received counters.

5.3.5.4 Creating IP Addresses with Home Interfaces

By default, the interface on which a primary IP address is created is its home
interface, whereas an IP alias address is created without a home interface. To
create an alias address with a home interface, use the ifconfig command, which
should be added to the SYS$STARTUP:TCPIP$SYSTARTUP.COM procedure. For
example, use the following command to create an alias address of 10.10.10.3 on
interface IEO and to designate IEO as its home interface:

$ ifconfig ie0 home alias 10.10.10.3/24

5.3.5.5 Private Addresses Should Not Have Clusterwide Standby Interfaces

Private addresses are those that are used for network administration and are
not published as well-known addresses for well-known services. A standby
interface for a private address should be configured on the same node as the
home interface. This avoids a situation in which a node cannot assign any
addresses to its interfaces if they have active connections on another node in the
cluster.

If you want to associate the list of private addresses with a public DNS alias
name, you should use the load broker to provide high availability of the DNS
alias. The load broker is described in Chapter 7.
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BIND

Part 2 provides information on configuring and managing the TCP/IP Services
name server and includes the following chapters:

Chapter 6, Configuring and Managing BIND Version 9, describes how to
configure and manage the TCP/IP Services implementation of the Berkeley
Internet Name Domain (BIND) software. Note that BIND Version 9 is not
supported on VAX systems. For information about configuring BIND Version
8 (which runs on both VAX and Alpha systems), see Chapter 6.

Chapter 7, Using DNS to Balance Work Load, describes how to use BIND's
round-robin scheduling or the load broker for cluster load balancing.
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The Domain Name System (DNS) maintains and distributes information about
Internet hosts. DNS consists of a hierarchical database containing the names of
entities on the Internet, the rules for delegating authority over names, and mail
routing information; and the system implementation that maps the names to
Internet addresses.

In OpenVMS environments, DNS is implemented by the Berkeley Internet Name
Domain (BIND) software. HP TCP/IP Services for OpenVMS implements a BIND
server based on the Internet Software Consortium’s (ISC) BIND Version 9.

Note

The BIND Version 9 server is not supported on VAX systems. The BIND
Version 8 server runs on both VAX and Alpha systems.

Note

In this version of TCP/IP Services, the BIND Server and related

utilities have been updated to use the OpenSSL shareable image
SSL$LIBCRYPTO_SHR32.EXE. There is now a requirement that this
shareable image from OpenSSL V1.2 or higher be installed on the system
prior to starting the BIND Server.

This chapter contains the following topics:
= How to migrate your existing BIND 4 environment to BIND 9 (Section 6.3)

= How to configure BIND using the BIND configuration file (Section 6.5),
including:

— How to configure dynamic updates (Section 6.5.7)

— How to configure a DNS cluster failover and redundancy environment
(Section 6.5.8)

< How to populate the BIND server databases (Section 6.6)
= How to examine name server statistics (Section 6.7)

= How to configure BIND using SET CONFIGURATION BIND commands
(Section 6.8)

= How to configure the BIND resolver (Section 6.9)
= How to use the BIND server administrative tools (Section 6.10)

= How to troubleshoot BIND server problems (Section 6.12)
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6.1 Key Concepts

This section serves as a review only and assumes you are acquainted with the
InterNIC, that you applied for an IP address, and that you registered your
domain name. You should also be familiar with BIND terminology, and you
should have completed your preconfiguration planning before using this chapter
to configure and manage the BIND software.

If you are not familiar with DNS and BIND, see the HP TCP/IP Services for
OpenVMS Concepts and Planning guide. If you need more in-depth knowledge,
see O'Reilly’'s DNS and BIND, Fourth Edition. You can find the BIND 9
Adminstrator Reference Manual at http://www.isc.org/.

6.1.1 How the Resolver and Name Server Work Together

BIND is divided conceptually into two components: a resolver and a hame server.
The resolver is software that queries a name server; the name server is the
software process that responds to a resolver query.

Under BIND, all computers use resolver code, but not all computers run the name
Server process.

The BIND name server runs as a distinct process called TCPIP$BIND. On UNIX
systems, the name server is called named (pronounced name-dee). Name servers
are typically classified as master (previously called primary), slave (previously
called secondary), and caching-only servers, depending on their configurations.

6.1.2 Common BIND Configurations

You can configure BIND in several different ways. The most common
configurations are resolver-only systems, master servers, slave servers, forwarder
servers, and caching-only servers. A server can be any of these configurations or
can combine elements of these configurations.

Servers use a group of database files containing BIND statements and resource
records. These files include:

= The forward translation file, domain_name.DB
This file maps host names to IP addresses.

e The reverse translation file, address.DB

This file maps the address back to the host names. This address name lookup
is called reverse mapping. Each domain has its own reverse mapping file.

= Local loopback forward and reverse translation files, LOCALHOST.DB,

These local host databases provide forward and reverse translation for

the widely used LOCALHOST name. The LOCALHOST name is always
associated with IPv4 address 127.0.0.1 and IPv6 address ::1, and is used for
loopback traffic.

e The hint file, ROOT.HINT
This file contains the list of root name servers.

A configuration file, TCPIP$BIND.CONF, contains statements that pull all the
database files together and governs the behavior of the BIND server.
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6.1.2.1 Master Servers

A master server is the server from which all data about a domain is derived.
Master servers are authoritative, which means they have complete information
about their domain and that their responses are always accurate.

To provide central control of host name information, the master server loads

the domain’s information directly from a disk file created by the domain
administrator. When a new system is added to the network, only the database on
the master server needs to be modified.

A master server requires a complete set of configuration files: forward
translation, reverse translation, configuration, hint, and loopback files.

6.1.2.2 Slave Servers
Slave servers receive authority and their database from the master server.

A particular domain’s database file is called a zone file; copying this file to a slave
server is called a zone file transfer . A slave server assures that it has current
information about a domain by periodically transferring the domain’s zone file
from the master. Slave servers are also authoritative for their domains.

Configuring a slave server is similar to configuring a master server. The only
difference is that, for the slave server, you need to provide the name of the master
server from which to transfer zone data.

Note

If you create a master, slave, or forwarder server for the same domain on
which your local host resides, you should reconfigure your BIND resolver
so that it uses this system (LOCALHOST) as its hame server.

Slave servers require a configuration file, a hint file, and loopback files.

6.1.2.3 Caching-Only Servers

Caching-only servers get the answers to all name service queries from other
name servers. Once a caching server receives an answer to a query, it saves the
information and uses it in the future to answer queries itself. Most name servers
cache answers and use them in this way but a caching-only server depends on
this for all its server information. It does not keep name server database files as
other servers do. Caching-only servers are nonauthoritative, which means that
their information is secondhand and can be incomplete.

Caching-only servers require a hint file and loopback files.

6.1.2.4 Forwarder Servers

The forwarding facility can be used to create a large, sitewide cache on a few
servers, thereby reducing traffic over links to external name servers. Forwarder
servers process requests that slave servers cannot resolve locally (for example,
because they do not have access to the Internet).

Forwarding occurs on only those queries for which the server is not authoritative
and for which it does not have the answer in its cache.

A master or slave server specifies a particular host to which requests outside the
local zone are sent. This is a form of Internet courtesy that limits the number of
hosts that actually communicate with the root servers listed in the ROOT.HINT
file.
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If you configure a forwarder server, you must provide the name of the host to
which requests outside your zones of authority are forwarded.

6.2 Security Considerations
BIND Version 9 provides the following security enhancements:

e Access control lists allow you to control access to the name server. See
Section 6.2.1 for more information.

= Dynamic Update Security controls access to the dynamic update facility. See
Section 6.2.2 for more information.

e Transaction Signatures (TSIG) provide key-based access to the dynamic
update facility. See Section 6.2.3 for more information.

= TKEY automatically generates a shared secret between two hosts. See
Section 6.2.4 for more information.

e SIG(0) is another method for signing transactions. See Section 6.2.5 for more
information.

= DNSSEC provides cryptographic authentication of DNS information. See
Section 6.2.6 for more information.

6.2.1 Access Control Lists

Access control lists (ACLs) are address match lists that you can set up and name
for use in configuring the following options:

e allow-notify

e allow-query

e allow-recursion
= Dblackhole

e allow-transfer

Using ACLs, you can control who can access your name server without cluttering
your configuration files with huge lists of IP addresses.

It is a good idea to use ACLs and to control access to your server. Limiting access
to your server by outside parties can help prevent unwanted use of your server.

Here is an example of how to apply ACLs properly:
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// Set up an ACL named "bogusnets" that will block RFC1918 space,

// which is commonly used in spoofing attacks.

acl bogusnets { 0.0.0.0/8; 1.0.0.0/8; 2.0.0.0/8; 192.0.2.0/24;
224.0.0.0/3; 10.0.0.0/8; 172.16.0.0/12; 192.168.0.0/16;

// Set up an ACL called our-nets. Replace this with the real IP numbers.
acl our-nets { x.x.x.x/24; x.x.x.x/21; };
options {

allow-query { our-nets; };
allow-recursion { our-nets; };

blackhole { bogusnets; };

ione "example.com" {

type master;

file "example com.db";

allow-query { any; };
This example allows recursive queries of the server from the outside, unless
recursion has been previously disabled. For more information about how to use
ACLs to protect your server, see Section 6.5.2.

6.2.2 Dynamic Update Security

6.2.3 TSIG

Access to the dynamic update facility should be strictly limited. In earlier
versions of BIND, the only way to do this was to include an IP address or
network prefix in the allow-update zone option. This method is insecure because
the source address of the update UDP packet is easily forged. Also, if the IP
addresses allowed by the allow-update option include the address of a slave
server that performs forwarding of dynamic updates, the master can be trivially
attacked by sending the update to the slave, which will forward it to the master
with its own source IP address. This causes the master to approve the update
without question.

For these reasons, updates should be authenticated cryptographically by means of
transaction signatures (TSIG). That is, the allow-update option should list only
TSIG key names, not IP addresses or network prefixes. Alternatively, you can use
the new update-policy option.

Some sites choose to keep all dynamically updated DNS data in a subdomain
and to delegate that subdomain to a separate zone. This way, the top-level zone
containing critical data, such as the IP addresses of public web and mail servers,
need not allow dynamic updates at all.

For information about setting up dynamic updates, see Section 6.5.7.

This section describes how to set up Transaction Signatures (TSIG) transaction
security in BIND. It describes changes to the configuration file as well as the
changes that are required for different features, including the process of creating
transaction keys and how to use transaction signatures with BIND.

BIND primarily supports TSIG for server-to-server communication. This includes
zone transfer, notify, and recursive query messages.
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TSIG is useful for dynamic updating. A primary server for a dynamic zone should
use access control to control updates, but IP-based access control is insufficient.
The cryptographic access control provided by TSIG is far superior. To use TSIG
with the nsupdate utility, specify either the -k or -y option on the NSUPDATE
command line. For more information about using the nsupdate utility, see
Section 6.5.7.3.

Use the following procedure to implement TSIG:

1. Generate shared keys for each pair of hosts.

You can generate shared keys automatically, or you can specify them
manually. In the example that follows, a shared secret is generated to be
shared between HOST1 and HOST2. The key name is host1-host2. The key
name must be the same on both hosts.

Longer keys are better, but shorter keys are easier to read. The maximum
key length is 512 bits; keys longer than that will be digested with MD5
to produce a 128-bit key. Use the dnssec-keygen utility to generate keys
automatically.

The following command generates a 128-bit (16-byte) HMAC-MD?5 key:
$ dnssec_keygen -a hmac-md5 -b 128 -n HOST hostl-host2.

In this example, the key is in the file KHOST1-HOST2.157-00000_PRIVATE.
Nothing uses this file directly, but the base-64 encoded string following
Key: can be extracted from the file and can be used as a shared secret. For
example:

Key: La/E5CjG90+0sljg0a2jdA==
The string La/E5CjG90+0s1jg0a2jdA= = can be used as the shared secret.

Keys can also be specified manually. The shared secret is a random sequence
of bits, encoded in base-64. Most ASCII strings are valid base-64 strings
(assuming the length is a multiple of 4 and that only valid characters are
used).

2. Copy the shared secret to both hosts.

Use a secure transport mechanism like a floppy disk, or a physically secure
network, to copy the shared secret between hosts.

3. Inform the servers of the key’s existence.

In the following example, HOST1 and HOST2 are both servers. Add the
following to each server's TCPIP$BIND.CONF file:

key hostl-host2. {
algorithm hmac-md5;
secret "La/E5CjG90+0sljgOa2jdA==";

The HMAC-MD5 algorithm is the only one supported by BIND. It is
recommended that either TCPIP$BIND.CONF not be world readable, or
that the key statement be added to a nonworld readable file that is included
by TCPIP$BIND.CONF. For information about the key statement, see
Section 6.5.3.4.

Once the configuration file is reloaded, the key is recognized. This means that
if the server receives a message signed by this key, it can verify the signature.
If the signature is successfully verified, the response is signed by the same
key.
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Instruct the server to use the key.

Because keys are shared only between two hosts, the server must be told
when keys are to be used. Add the following to the TCPIP$BIND.CONF file
for HOST1. The IP address of HOST2 is 10.1.2.3.

server 10.1.2.3 {
keys { hostl-host2. ;};

Multiple keys can be present, but only the first is used. This statement does
not contain any secrets, so you can include it in a world-readable file.

If HOST1 sends a message that is a request to that address, the message will
be signed with the specified key. HOST1 will expect any responses to signed
messages to be signed with the same key.

A similar statement must be present in HOST2's configuration file (with
HOST1's address) for HOST2 to sign request messages to HOSTL1.

Implement TSIG key-based access control.

You can specify TSIG keys in ACL definitions and in the following
configuration options:

e allow-query

e allow-transfer

e allow-update

For the key named HOST1-HOST2., specify the following allow-update
option:

allow-update { key hostl-host2. ;};

This statement allows dynamic updates to succeed only if the request was
signed by a key named HOST1-HOST?2.
Reload the configuration file.

Changes to the configuration file will not take effect until the configuration
file is reloaded. You can use one of several methods to reload the configuration
file:

— The rndc utility
— The TCP/IP management command SET NAME/INITIALIZE
— Stopping and restarting the BIND server

Handle any errors.

The processing of TSIG-signed messages can result in several types of
errors. If a signed message is sent to a non-TSIG aware server, an error

is returned because the server will not understand the record. This is a
result of misconfiguration; the server must be configured explicitly to send a
TSIG-signed message to a specific server.

If a TSIG-aware server receives a message signed by an unknown key, the
response is unsigned and an error is returned.

If a TSIG-aware server receives a message with a signature that is not
validated, the response is unsigned and an error is returned.
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If a TSIG aware server receives a message with a time outside of the allowed
range, the response is signed, an error is returned, and the time values are
adjusted so that the response can be successfully verified.

6.2.4 TKEY

TKEY is a mechanism for automatically generating a shared secret between two
hosts. There are several modes of TKEY that specify how the key is generated or
assigned. BIND implements only the Diffie-Hellman key exchange. Both hosts
are required to have a Diffie-Hellman KEY record (although this record is not
required to be present in a zone). The TKEY process must use messages signed
either by TSIG or SIG(0). The result of TKEY is a shared secret that can be used
to sign messages with TSIG. TKEY can also be used to delete shared secrets that
it had previously generated.

The TKEY process is initiated by a client or server by sending a signed TKEY
query (including any appropriate KEYs) to a TKEY-aware server. The server
response, if it indicates success, contains a TKEY record and any appropriate
keys. After this exchange, both participants have enough information to
determine the shared secret. When Diffie-Hellman keys are exchanged, the
shared secret is derived by both participants.

6.2.5 SIG(0)

BIND 9 partially supports DNSSEC SIG(0) transaction signatures as specified in
RFC 2535 and RFC2931.

SIG(0) uses public and private keys to authenticate messages. Access control is
performed in the same manner as TSIG keys; privileges can be granted or denied
based on the key name. When a SIG(0) signed message is received, it is verified
only if the key is known and trusted by the server; the server does not attempt to
locate and validate the key.

SI1G(0) signing of multiple-message TCP streams is not supported. The only
tool shipped with BIND Version 9 that generates SIG(0) signed messages is
nsupdate.

6.2.6 DNSSEC

Cryptographic authentication of DNS information is implemented using the DNS
Security (DNSSEC) extensions (defined in RFC’s 4033, 4034, 4035).

BIND Version 9 provides several tools that are used in the process of creating and
using DNSSEC signed zones. These tools include:

= The dnssec_keygen utility, which generates keys for DNSSEC (secure DNS)
and TSIG (transaction signatures).

= The dnssec_signzone utility, which signs a zone and produces keyset and
dsset files.

For detailed information about these utilities, see Section 6.10. In all cases, the
-h option displays a full list of parameters. Note that the DNSSEC tools require
the keyset files to be in the working directory.

Note

The tools shipped with TCP/IP Services V5.5 and earlier are not
compatible with the current ones.
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There must be communication with the administrators of the parent and/or child
zone to transmit keys. A zone’s security status must be indicated by the parent
zone for a DNSSEC-capable resolver to trust its data. This is done through the
presence or absence of a DS record at the delegation

For other servers to trust data in this zone, they must be statically configured
either with this zone’s zone key or with the zone key of another zone above this
one in the DNS tree.

Use the following procedure to set up DNSSEC secure zones:

1. Generate keys.
To generate keys, use the dnssec_keygen program.

A secure zone must contain one or more zone keys. The zone keys sign all
other records in the zone, as well as the zone keys of any secure delegated
zones. Zone keys must have the same name as the zone, must have a name
type of ZONE, and must be usable for authentication.

The following command generates a 768-bit DSA key for the child.example
Zone:

$ § dnssec_keygen -a DSA -b 768 -n ZONE child.example.

Two output files are produced: KCHILD_EXAMPLE.003-12345 KEY and
KCHILD_EXAMPLE.003-12345_PRIVATE (where 12345 is the key tag). The
key file names contain the key name (child example. ), the algorithm (3 is
DSA, 1 is RSAMDS5, 5 is RSASHAL), and the key tag (12345, in this case).
The private key (in the _PRIVATE file) is used to generate signatures, and
the public key (in the _KEY file) is used to verify signatures.

To generate another key with the same properties (but with a different key
tag), repeat the preceding command.

It is good practice to use zone-signing keys (ZSK) as well as key-signing keys
(KSK). The key-signing keys are usually the first keys from your zone that
are used to build a chain of authority to the data that needs to be validated.
Therefore, these keys are often called a secure entry point (SEP) key. These
SEP keys are the ones that you should exchange with your parents or that
verifying resolvers configure as their trust anchors. Create keys with the SEP
bit set by specifying the -f KSK flag:

Sdnssec_keygen -f KSK -a RSASHAL -b 768 -n ZONE child.example

Insert the public ZSK and KSK keys into the zone file using
SINCLUDE statements that specify the KEY files. For example, in the
ZONE_CHILD EXAMPLE.DB file add the following two lines:

SINCLUDE KCHILD EXAMPLE.005-39677 KEY
SINCULDE KCHILD EXAMPLE.005-39678 KEY

where

KCHILD EXAMPLE.005-39677 KEY is the public file containing the ZSK and
KCHILD EXAMPLE.005-39678 KEY is the public file containing the KSK.

2. Sign the zone.
To sign a zone, use the dnssec_signzone utility.
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Any keyset files corresponding to secure subzones should be present. The
zone signer will generate NSEC and RRSIG records for the zone, as well as
DS for the child zones if -d is specified. If -d is not specified then DS RRsets
for the secure child zones need to be added manually.

The following command signs the zone, assuming it is in a file called ZONE_
CHILD_EXAMPLE.DB.

$ dnssec_signzone -o child.example -k KCHILD EXAMPLE.005-39678 KEY
ZONE CHILD EXAMPLE.DB KCHILD EXAMPLE.005-39677 KEY

Above, -o specifies the zone origin, -k specifies the file containing the KSK,
followed by the name of the zone database, then the file containing the ZSK.

One output file is produced: ZONE_CHILD_EXAMPLE.DB_SIGNED. This
file should be referenced by TCPIP$BIND.CONF as the input file for the zone.

dnssec_signzone will also produce a keyset and dsset files and optionally a
dlvset file. These are used to provide the parent zone administrators with the
DNSKEYs (or their corresponding DS records) that are the secure entry point
to the zone.

Configure the servers.

Unlike BIND Version 8, signatures are not verified when the BIND Version
9 software is loaded. Therefore, zone keys for authoritative zones do not
need to be specified in the configuration file. The public key for any security
root must be present in the configuration file's trusted-keys, as described in
Section 6.5.

6.2.6.1 DNSSEC Restrictions
BIND Version 9 has the following restrictions when using DNSSEC:

Certain BIND server implementations do not support AAAA (IPv6 address)
records. When queried for a AAAA (IPv6) record type by the BIND resolver,
these name servers will return an NXDOMAIN status, even if an A (IPv4)
record exists for the same domain name. These name servers should be
returning NOERROR as the status for such a query. This problems can result
in delays during host name resolution.

BIND Version 9.3.1, which is supported with this version of TCP/IP Services
does not exhibit this problem.

Serving secure zones

When acting as an authoritative name server, BIND Version 9 includes KEY,
SIG, and NXT records in responses as specified in RFC 2535 when the request
has the DO flag set in the query.

Response generation for wildcard records in secure zones is not fully
supported. Responses indicating the nonexistence of a name include a

NXT record proving the nonexistence of the name itself, but do not include
any NXT records to prove the nonexistence of a matching wildcard record.
Positive responses resulting from wildcard expansion do not include the NXT
records to prove the nonexistence of a non-wildcard match or a more specific
wildcard match.

Secure resolution

Basic support for validation of DNSSEC signatures in responses has been
implemented but should be considered experimental.
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When acting as a caching name server, BIND Version 9 is capable of
performing basic DNSSEC validation of positive as well as nonexistence
responses. This functionality is enabled by including a trusted-keys clause
containing the top-level zone key of the DNSSEC tree in the configuration
file.

Validation of wildcard responses is not currently supported. In particular, a
"name does not exist" response will validate successfully even if the server
does not contain the NXT records to prove the nonexistence of a matching
wildcard.

Proof of insecure status for insecure zones delegated from secure zones works
when the zones are completely insecure. Privately secured zones delegated
from secure zones will not work in all cases, such as when the privately
secured zone is served by the same server as an ancestor (but not parent)
zone.

Handling of the CD bit in queries is now fully implemented. Validation is not
attempted for recursive queries if CD is set.

= Secure dynamic update

Dynamic updating of secure zones has been partially implemented. Affected
NXT and SIG records are updated by the server when an update occurs. Use
the update-policy statement in the zone definition for advanced access control.

e Secure zone transfers

BIND Version 9 does not implement the zone transfer security mechanisms of
RFC 2535 because they are considered inferior to the use of TSIG or SIG(0) to
ensure the integrity of zone transfers.

6.3 Migrating from BIND Version 4 to BIND Version 9

If you set up your BIND environment using an old version of the TCP/IP Services
product, you must convert the UCX databases and configuration information to
the BIND Version 9 format.

To convert your BIND configuration, enter the following command:
TCPIP> CONVERT/CONFIGURATION BIND

This command extracts the BIND-specific configuration information from
UCX$CONFIGURATION.DAT and creates the BIND Version 9 configuration file
TCPIP$BIND.CONF. It renames your BIND databases, where necessary.

You can continue to use the SET CONFIGURATION BIND commands to make
changes to your configuration (see Section 6.8), or you can make changes by
editing the text file TCPIP$BIND.CONF (see Section 6.5). If you continue to
use the SET CONFIGURATION BIND commands, you must also enter the
CONVERT/CONFIGURATION BIND command in order for your changes to take
effect.

6.3.1 Navigating Two Different BIND Environments

This section summarizes the differences between the UCX BIND implementation
and BIND Version 9.

Remember that, in BIND Version 9, name servers are configured by editing a text
configuration file. The use of this file is described in Section 6.5. HP recommends,
but does not require, that you use the configuration file to set up BIND. You can
continue using the TCPIP$CONFIG and the SET CONFIGURATION BIND
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commands to set up your BIND environment, as you did with previous releases
of this product. The term UCX BIND in Table 6-1 describes the previous
configuration method even though this method is still valid in the current release.

Table 6-1 describes changes to the database and configuration file names.

Table 6-1 UCX BIND and BIND Version 9 Differences

Database/File Names UCX BIND BIND Version 9
Configuration information UCX$CONFIGURATION.DAT TCPIP$BIND.CONF
Local loopback files NAMED.LOCAL LOCALHOST.DB,

127_0_0.DB
Forward lookup file domain_name.DB domain_name.DB
Reverse lookup file address.DB address.DB
Cache file NAMED.CA ROOT.HINT

Note

You must be consistent when making changes to your BIND environment.
If you make changes by editing the configuration file, you should continue
to make changes in that manner.

If you revert to the UCX BIND configuration method (SET
CONFIGURATION BIND and CONVERT/CONFIGURATION
BIND commands), any changes you made to the configuration file
(TCPIP$BIND.CONF) are lost.

If you continue to use the SET CONFIGURATION BIND commands, you
must always enter the CONVERT/CONFIGURATION BIND command in
order for your changes to take effect.

6.4 BIND Service Startup and Shutdown

The BIND service can be shut down and started independently of TCP/IP
Services. The following files are provided for this purpose:

e SYS$STARTUP:TCPIP$BIND_STARTUP.COM allows you to start the BIND
service.

e SYSSSTARTUP:TCPIP$BIND_SHUTDOWN.COM allows you to shut down
the BIND service.

To preserve site-specific parameter settings and commands, create the following
files. These files are not overwritten when you reinstall TCP/IP Services.

e SYS$STARTUP:TCPIP$BIND_SYSTARTUP.COM can be used as a repository
for site-specific definitions and parameters to be invoked when the BIND
service is started.

e SYS$STARTUP:TCPIP$BIND_SYSHUTDOWN.COM can be used as a
repository for site-specific definitions and parameters to be invoked when the
BIND service is shut down.
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6.5 Configuring the BIND Server

This section describes how to configure the BIND name server on your local host.

BIND Version 9 configuration is broadly similar to BIND Version 8; however,
there are a few new areas of configuration, such as views. BIND Version 8
configuration files should work with few alterations in BIND Version 9, although
you should review more complex configurations to see whether they can be
implemented more efficiently using the new features in BIND Version 9.

BIND Version 9 stores configuration information in a text file called
TCPIP$BIND.CONF. The TCP/IP Services product provides a template for
this file in the SYS$SPECIFIC:[TCPIP$BIND] directory. Before starting BIND,
edit this template to reflect your site-specific configuration requirements.

6.5.1 Configuration File Elements

Table 6-2 lists the elements used throughout the BIND Version 9 configuration
file documentation.

Table 6-2 Name Server Configuration File Elements

Element Description

acl name The name of an address_match_list as defined by the acl
statement.

address match list A list of one or more of the following elements:
- ip addr
- 1ip prefix
- key id
= acl name

See Section 6.5.2 for more information.

domain name A quoted string that will be used as a DNS name. For
example:

"my.test.domain"

dotted decimal One to four integers valued 0 through 255 and separated by
dots, such as 123, 45.67 or 89.123.45.67.
ip4 addr An IPv4 address with exactly four elements in dotted

decimal notation.
(continued on next page)
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Table 6-2 (Cont.) Name Server Configuration File Elements

Element

Description

ip6 addr

ip addr
ip port

ip prefix

key id

key list

number

path name

6-14 Configuring and Managing BIND Version 9

An IPv6 address, such as 2001:db8::1234. IPv6 scoped
addresses that have ambiguity on their scope zones must be
disambiguated by an appropriate zone ID with the percent
character (‘%’) as delimiter. HP strongly recommends using
string zone names rather than numeric identifiers, in
order to be robust against system configuration changes.
However, because there is no standard mapping for such
names and identifier values, currently only interface names
as link identifiers are supported, assuming one-to-one
mapping between interfaces and links. For example, a link-
local address fe80::1 on the link attached to the interface
ne0 can be specified as fe80::1%ne0. Note that on most
systems link-local addresses always have the ambiguity,
and need to be disambiguated.

An ip4 addr or ip6_addr.

An IP port number from 0 to 65535. Values below 1024
are restricted to well-known processes. In some cases, an
asterisk (*) character can be used as a placeholder to select
a random high-numbered port.

An IP network specified as an ip_addr, followed by a
slash (/) and then the number of bits in the netmask.
Trailing zeros in an ip addr can be omitted. For
example, 127/8 is the network 127.0.0.0 with netmask
255.0.0.0 and 1.2.3.0/28 is network 1.2.3.0 with netmask
255.255.255.240.

A domain name representing the name of a shared key, to
be used for transaction security.

A list of one or more key 1ids, separated by semicolons and
ending with a semicolon.

A nonnegative integer with an entire range limited by the
range of a C language signed integer (2,147,483,647 on a

machine with 32-bit integers). Its acceptable value might
be limited further by the context in which it is used.

A quoted string that will be used as a path name. For
example:

"SYSSSPECIFIC: [TCPIPSBIND] "
(continued on next page)
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Table 6-2 (Cont.) Name Server Configuration File Elements

Element Description

size spec A number, the word unlimited, or the word default.
The maximum value of size spec is that of unsigned
long integers on the machine. An unlimited size spec
requests unlimited use, or the maximum available amount.
A default size_spec uses the limit that was in force
when the server was started. A number can optionally be
followed by a scaling factor:

= K (or k) for kilobytes, which scales by 1024
= M (or m) for megabytes, which scales by 1024*1024
e G (or g) for gigabytes, which scales by 1024*1024*1024

Integer storage overflow is silently ignored during
conversion of scaled values, resulting in values less than
intended, possibly even negative. Using the unlimited
keyword is the best way to safely set a really large number.

yes or no Either yes or no. The words true and false are also
accepted, as are the numbers 1 and 0.
dialup option One of the following:
- yes
e 1o
< notify

e notify-passive
e refresh
e Dpassive

When used in a zone, notify-passive, refresh, and
passive are restricted to slave and stub zones.

6.5.2 Address Match Lists

Address match lists are primarily used to determine access control for various
server operations. They are also used in the listen-on and sortlist statements.
The following example shows the syntax of the address match list:

address match list = address match list element ;
[ address match list element; ... ]
address match list element = [ | ] (ip address [/length] |
key key id | acl name | { address match list } )

The elements that constitute an address match list can be any of the following:

= An IP address (IPv4 or IPv6)

e An IP prefix (in the / notation)

= A key ID, as defined by the key statement

= The name of an address match list previously defined with the acl statement

e A nested address match list enclosed in braces
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Elements can be negated with a leading exclamation mark (!). The match list
names any, none, localhost, and localnets are predefined. More information
on those names can be found in the description of the acl statement (see
Section 6.5.3.1).

When a given IP address or prefix is compared to an address match list, the list
is traversed in order until an element matches. The interpretation of a match
depends on whether the list is being used for access control, defining listen-on
ports, or as a topology, and whether the element was negated. Specifically:

= When used as an access control list, a non-negated match allows access and
a negated match denies access. If there is no match, access is denied. The
following options use address match lists for this purpose:

— allow-notify

— allow-query

— allow-update-forwarding
— allow-transfer

— allow-update

— Dblackhole

The listen-on option causes the server not to accept queries on any of the
machine’s addresses that do not match the list.

Because of the first-match aspect of the algorithm, an element that defines a
subset of another element in the list should come before the broader element,
regardless of whether either is negated. For example, in 1.2.3/24; | 1.2.3.13;,
the 1.2.3.13 element is ignored, because the algorithm will match any lookup
for 1.2.3.13 to the 1.2.3/24 element. Using ! 1.2.3.13; 1.2.3/24 corrects that
problem by having 1.2.3.13 blocked by the negation, while all other 1.2.3.* hosts
fall through.

6.5.3 Configuration File Format

A BIND configuration file consists of statements and comments. Statements end
with a semicolon. Many statements contain a block of substatements that also
end with a semicolon. Table 6-3 describes the configuration statements.

Table 6-3 BIND Name Server Configuration Statements

Statement Description

acl Specifies a named IP address matching list, for access
control and other uses.

controls Declares control channels to be used by the rndc utility.

include Includes a file.

key Specifies key information for use in authentication and
authorization using TSIG. See Section 6.2.3 for more
information.

logging Specifies what the server logs, and where the log messages
are sent.

(continued on next page)
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Table 6-3 (Cont.) BIND Name Server Configuration Statements

Statement Description

masters Defines a named masters list for inclusion in stub and slave
zone masters clauses.

options Controls global server configuration options and sets
defaults for other statements.

server Sets configuration options, and sets defaults for other
statements.

trusted-keys Specifies trusted DNSSEC keys.

view Specifies a view.

zone Specifies a zone.

The following sample is a configuration file for a master server:

options {
directory "SYSSSPECIFIC: [TCPIPSBIND]";
bi

zone "FRED.PARROT.BIRD.COM" in {
type master;
file "FRED PARROT BIRD COM.DB";

zone "0.0.127.IN-ADDR.ARPA" in {
type master;
file "127 0 0.DB";

zone "LOCALHOST" in {

type master;
file "LOCALHOST.DB";

bi

zone "208.20.16.IN-ADDR.ARPA" in
type master;
file "208 20 16 IN-ADDR ARPA.DB'";

bi
zone "." in {
type hint;
file "ROOT.HINT";
bi
The following comment styles are valid in a BIND configuration file. Comments
can appear anywhere in the file.

e C-style comments that start with /* and end with */

= C++ style comments that start with // and continue to the end of the physical
line

= Shell or Perl-style comments that start with # and continue to the end of the
physical line

Note

Do not use a semicolon (;) as a comment character in your configuration
file. The semicolon indicates the end of a configuration statement;
whatever follows is interpreted as the start of the next statement.
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6.5.3.1 The ACL Statement

The acl statement assigns a symbolic name to an address match list. It gets its
name from a primary use of address match lists: access control lists (ACLS).

Note

The access control lists used by the BIND service and OpenVMS ACLs
are different structures with different purposes.

The acl statement is formatted as follows:

acl acl-name {
address match list

]

Note that the address match list must be defined with acl before it can be used
elsewhere; forward references are not allowed.

The following ACLs are created automatically:

ACL Matches

any All hosts

none No hosts

localhost The IPv4 and IPv6 addresses of all interfaces on the system

localnets Any host on an IPv4 or IPv6 network for which the system has an
interface.

6.5.3.2 The CONTROLS Statement

The controls statement declares control channels to be used by system
administrators to affect the operation of the local name server. These control
channels are used by the rndc utility to send commands to, and retrieve non-DNS
results from, a name server. The controls statement is formatted as follows:

controls {
inet ( ip addr | * ) [ port ip port ] allow { address match list |}
keys { key list };
[ inet ...; ]

An inet control channel is a TCP/IP socket listening at the specified ip port on
the specified ip_addr, which can be either an 1Pv4 or IPv6 address. The asterisk
character (*) is interpreted as the IPv4 wildcard address; connections are accepted
on any of the system’s IPv4 addresses. To listen on the IPv6 wildcard address,
use :: for the ip addr. If you use the rndc utility only on the local host, use the
local loopback address (127.0.0.1, or ::) for maximum security.

If no port is specified, port 953 is used. * cannot be used for ip_port.

The ability to issue commands over the control channel is restricted by the allow
and keys clauses. Connections to the control channel are permitted based on the
address match list. This is for simple IP address based filtering only; any key id
elements of the address_match_list are ignored.
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The primary authorization mechanism of the command channel is the key list,
which contains a list of key ids. Each key id in the key list is authorized to
execute commands over the control channel. See Format of the RNDC.CONF File
for information about configuring keys in rndc.

If no controls statement is present, the BIND server will set up a default control
channel listening on the loopback address 127.0.0.1 and its IPv6 counterpart : :1.
In this case, and also when the controls statement is present but does not have

a keys clause, the BIND server attempts to load the command channel key from

the file RNDC.KEY in TCPIP$ETC. To create a RNDC.KEY file, use the following
command:

rndc_confgen -a
See Section 6.10 for more information about using the rndc utility.

The RNDC.KEY feature eases the transition of systems from BIND Version 8,
which did not have digital signatures on its command channel messages and
thus did not have a keys clause. You can use an existing BIND Version 8
configuration file in BIND Version 9 unchanged, and rndc will work the same
way that ndc worked in BIND Version 8.

Because the RNDC.KEY feature is only intended to allow the backward-
compatible usage of BIND Version 8 configuration files, this feature does not
have a high degree of configurability. You cannot easily change the key name or
the size of the secret. You should make a RNDC.CONF file with your own key if
you wish to change those things.

The UNIX control channel type of BIND Version 8 is not supported in BIND
Version 9 and is not expected to be added in future releases. If it is present in the
controls statement from a BIND Version 8 configuration file, it is ignored and a
warning is logged.

To disable the command channel, use an empty controller statement. For
example:

controls { };

6.5.3.3 The INCLUDE Statement

The include statement inserts the specified file at the point that the include
statement is encountered. The include statement facilitates the administration
of configuration files by permitting the reading or writing of some things but not
others. For example, the statement could include private keys that are readable
only by a name server. The following example shows the format of the include
statement:

include filename;

6.5.3.4 The KEY Statement

The key statement defines a shared secret key for use with TSIG (see
Section 6.2.3) or the command channel (see Section 6.5.3.2). The following
example shows the format of the key statement:

key key id {

algorithm algorithm-id;
secret secret-string;
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The key statement can occur at the top level of the configuration file or inside

a view statement. Keys defined in top-level key statements can be used in all
views. Keys intended for use in a controls statement must be defined at the top
level.

Table 6-4 describes the elements of the key statement.

Table 6-4 Key Statement Elements

Element Description

key id Specifies a domain name that uniquely identifies the key
(also known as the key name). It can be used in a server
statement to cause requests sent to that server to be signed
with this key, or in address match lists to verify that
incoming requests have been signed with a key matching
this name, algorithm, and secret.

algorithm-id Specifies an authentication algorithm. The only algorithm
currently supported with TSIG authentication is HMAC-
MD5.

secret-string Specifies the secret to be used by the algorithm; treated as

a Base-64 encoded string.

6.5.3.5 The LOGGING Statement

The logging statement configures a wide variety of logging options for the name
server. Its channel phrase associates output methods, format options and severity
levels with a name that can then be used with the category phrase to select the
way each class of message is logged. The following example shows the format of
the logging statement:

logging {
[ channel channel name {
( file path name
[size size spec]
| syslog | stderr | null );
[ severity (critical | error | warning | notice |
info | debug [ level ] | dynamic ); ]
[ print-category yes or no; ]
[ print-severity yes or no; ]
} [ print-time yes or no; ]
il
[ category category name {
channel name ; [ channel name ; ... ]

bl
L

Use one logging statement to define as many channels and categories as you
want. If there is no logging statement, the logging configuration defaults to the
following:

logging {
category default { default syslog; default debug; };
category unmatched { null; };

]

In BIND Version 9, the logging configuration is only established after the entire
configuration file has been parsed. In BIND Version 8, it was established as soon
as the logging statement was parsed. When the server is starting up, all logging
messages regarding syntax errors in the configuration file go to the default
channels.
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6.5.3.5.1 The Channel Phrase All log output goes to one or more channels; you
can make as many of them as you want. Every channel definition must include
a destination clause that says whether messages selected for the channel go to

a file (by default, TCPIP$BIND_RUN.LOG), or are discarded. It can optionally
also limit the message severity level that is accepted by the channel (the default
is info); and can specify whether to include a time stamp, the category name and
severity level (the default is not to include any).

The null destination clause causes all messages sent to the channel to be
discarded; in that case, other options for the channel are meaningless.

The file destination clause directs the channel to a disk file. The size option
for files is used to limit log file growth. The parameter (size_spec) is specified

in bytes, but shorthand notation can be used (for example, 100K, or 2M for 2
MB). If the file exceeds the size, the BIND server stops writing to the file; no file
version rollover occurs. After that, no data is written to the file until the server is
restarted, reloaded, or until the file is truncated manually.

On OpenVMS, the syslog and stderr destination clauses direct the channel to
the TCPIP$BIND_RUN.LOG file.

The severity clause allows you to specify the level of diagnostic messages to be
logged.

The server can supply extensive debugging information when it is in debugging
mode. If the server’s global debug level is greater than zero, then debugging
mode is activated. The global debug level is set by one of the following:

= Starting the BIND server with the -d flag followed by a positive integer.

= Entering the trace command with the rndc utility. To set the global debug
level to zero and turn off debugging mode, enter the the notrace command.

All debugging messages in the server have a debug level; higher debug levels
give more detailed output. Channels that specify a debug severity level get the
specified debugging output and less any time the server is in debugging mode,
regardless of the global debugging level. For example, to produce debugging
output at level 3 and less, enter the following:

channel specific debug level {

file "foo";

severity debug 3;
Channels with dynamic severity use the server’s global level to determine what
messages to display.

If print-time is turned on, the date and time are logged. If print-category is
requested, then the category of the message is logged as well. Finally, if print-
severity is turned on, then the severity level of the message is logged. The
print- options can be used in any combination and are always displayed in the
following order:

1. Time
2. Category
3. Severity

The following example specifies all three print- options:

28-Feb-2000 15:05:32.863 general: notice: running
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Four predefined channels are used for the BIND server’s default logging, as
shown in the following example. Section 6.5.3.5.2 describes how these channels

are used.

channel default syslog {
syslog daemon; // send to TCPIP$SBIND RUN.LOG
severity info; // only send priority info

// and higher
}i

channel default debug {
file "TCPIP$SBIND RUN.LOG"; // write to the TCPIP$SBIND RUN.LOG

severity dynamic; // log at the server’s
// current debug level

bi
channel default stderr {
stderr; // write to TCPIPSBIND RUN.LOG
severity info; // only send priority info
// and higher

bi

channel null {
null; // discard anything sent to
// this channel
bi

The default debug channel only produces output when the server’s debug level
is not zero. By default, the BIND server writes to the TCPIP$BIND_RUN.LOG
file.

Once a channel is defined, it cannot be redefined. Thus, you cannot alter the
built-in channels directly, but you can modify the default logging by pointing
categories at channels you have defined.

6.5.3.5.2 The Category Phrase There are many categories, so you can send the
logs you want to see anywhere, without seeing logs you do not want. If you do not
specify a list of channels for a category, then log messages in that category are
sent to the default category instead. If you do not specify a default category, the
following definition is used:

category default { default syslog; default debug; };

For example, if you want to log security events to a file but you also want to
preserve the default logging behavior, specify the following:

channel my security channel {
file "my security file";
severity info;

category security {
"my security channel";
default syslog;
default debug;

To discard all messages in a category, specify the null channel:

category lame-servers { null; };
category cname { null; };
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Table 6-5 describes the logging categories.

Table 6-5 Logging Categories

Category Meaning

default The logging options for those categories where no specific configuration
has been defined.

general The default category for messages that are not classified.

database Messages relating to the databases used internally by the name server
to store zone and cache data.

security Approval and denial of requests.

config Configuration file parsing and processing.

resolver DNS resolution, such as the recursive lookups performed on behalf of
clients by a caching name server.

xfer-in Zone transfers the server is receiving.

xfer-out Zone transfers the server is sending.

notify The NOTIFY protocol.

client Processing of client requests.

unmatched Messages for which the BIND server was unable to determine the
class, or for which there was no matching view. A one-line summary is
also logged to the client category.

network Network operations.

update Dynamic updates.

update- Approval and denial of update requests.

security

queries Queries. Specify where queries should be logged to. At startup,
specifing the category queries will also enable query logging unless
querylog option has been specified. The query log entry reports the
client’s IP address and port number. The query name, class and type.
It also reports whether the Recursion Desired flag was set (+ if set, - if
not set), EDNS was in use (E) or if the query was signed (S).
client 127.0.0.1#62536: query: www.example.com IN AAAA +SE
client ::1#62537: query: www.example.net IN AAAA -SE

dispatch Dispatching of incoming packets to the server modules where they are
to be processed.

dnssec DNSSEC and TSIG protocol processing.

lame-servers

delegation-

only

Lame servers (misconfigurations in remote servers, discovered by BIND
9 when trying to query those servers during resolution).

Delegation only. Logs queries that have been forced to NXDOMAIN
as the result of a delegation-only zone or a delegation-only in a hint or
stub zone declaration.File

(continued on next page)
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Table 6-5 (Cont.) Logging Categories

Category Meaning

queries Specifies where queries should be logged to. At startup, specifying the
category queries will also enable query logging unless the querylog
option has been specified. The query log entry reports the client’s IP
address and port number. The query name, class and type. It also
reports whether the Recursion Desired flag was set (+ if set, - if not
set), EDNS was in use (E), or if the query was signed (S).
client 127.0.0.1#62536: query: www.example.com IN AAAA +SE
client ::1#62537: query: www.example.net IN AAAA -SE

dispatch Dispatching of incoming packets to the server modules where they are
to be processed.

dnssec DNSSEC and TSIG protocol processing.

lame-servers

delegation-
only

Lame servers (misconfiguraitons in remote servers, discovered by BIND
9 when trying to query those servers during resollution).

Delegation only. Logs queries that have been forced to NXDOMAIN
as the result of a delegation-only zone or a delegation-only in a hint or
stub zone declaration.

6.5.3.6 The MASTERS Statement

The masters statement allows for a common set of masters to be easily used by
multiple stub and slave zones.

The masters statement has the following syntax:

masters name [port ip port] { ( masters list | ip addr [port ip port]

(key keyl ) ;i [..

d b

6.5.3.7 The OPTIONS Statement

The options statement sets up global options to be used by BIND. This statement
should appear only once in a configuration file. If there is no options statement,
an options block with each option set to its default is used.

The options statement has the following syntax:

options {
[ version version string; ]
[ hostname hostname string;

]

[ server-id server id string; |

[ directory path name; ]
[ key-directory path name; ]
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named-xfer path name; ]
tkey-domain domainname; ]
tkey-dhkey key name key tag; |
dump-file path name; ]
memstatistics-file path name; ]
pid-file path name; ]
statistics-file path name; ]
zone-statistics yes or no; ]
auth-nxdomain yes or no; ]
deallocate-on-exit yes or no; ]
dialup dialup option; ]
fake-iquery yes or no; ]
fetch-glue yes or no; |

flush-zones-on-shutdown yes or no; ]

has-old-clients yes or no; ]
host-statistics yes or no; ]
host-statistics-max number; ]
minimal-responses yes or no; ]
multiple-cnames yes or no; |
notify yes or no | explicit; ]
recursion yes or no; |
rfc2308-typel yes or no; |
use-id-pool yes or no; |
maintain-ixfr-base yes or no; ]
dnssec-enable yes or no; ]
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dnssec-lookaside domain trust-anchor domain; ]
dnssec-must-be-secure domain yes or no; ]

forward ( only | first ); ]

forwarders { ip addr [port ip port] ; [ ip addr [port ip port] ; ... ]

;]

ip addr
[port ip port] ) ; ... }; ]

check-names ( master | slave |

allow-notify { address match list }; ]
allow-query { address match list }; ]

dual-stack-servers [port ip port] { ( domain name [port ip port] |

response ) ( warn | fail | ignore ); ]

allow-transfer { address match list }; ]
allow-recursion { address match list }; ]
allow-update-forwarding { address match list }; ]
allow-vé6-synthesis { address match list }; ]

blackhole { address match list
avoid-vé4-udp-ports { port list
avoid-v6-udp-ports { port list

i1
i ]
il

listen-on [ port ip port | { address match list }; ]

listen-on-vé [ port ip port ] { address match list }; ]

query-source [ address ( ip addr | * ) 1 [ port ( ip port | * ) 1;
query-source-vé [ address ( ip addr | * ) ] [ port ( ip port | * ) 1; ]

max-transfer-time-in number; ]
max-transfer-time-out number; ]
max-transfer-idle-in number; ]
max-transfer-idle-out number; ]
tcp-clients number; ]
recursive-clients number; ]
serial-query-rate number; ]
serial-queries number; ]
tcp-listen-queue number; |
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transfer-format ( one-answer | many-answers ); ]
transfers-in number; ]

transfers-out number; ]

transfers-per-ns number; ]

transfer-source (ip4 addr | *) [port ip port] ; ]
transfer-source-vé (ip6 addr | *) [port ip port] ; ]
alt-transfer-source (ip4 addr | *) [port ip port] ; ]
alt-transfer-source-v6 (ip6 addr | *) [port ip port] ; ]
use-alt-transfer-source yes or no; ]

notify-source (ip4 addr | *) [port ip port] ; ]
notify-source-vé (ip6 addr | *) [port ip port] ; ]
also-notify { ip addr [port ip port] ; [ ip addr [port ip port] ; ... ]

max-ixfr-log-size number; ]
max-journal-size size spec; ]
cleaning-interval number; ]
heartbeat-interval number; ]
interface-interval number; ]
statistics-interval number; ]
topology { address match list }];
sortlist { address match list }];
rrset-order { order spec ; [ order spec ; ... 11 }i
lame-ttl number; ]

max-ncache-ttl number; ]
max-cache-ttl number; ]
sig-validity-interval number ; ]
min-roots number; ]

use-ixfr yes or no ; ]

provide-ixfr yes or no; ]
request-ixfr yes or no; ]
treat-cr-as-space yes or no ; |
min-refresh-time number ; ]
max-refresh-time number ; ]
min-retry-time number ; ]
max-retry-time number ; ]

port ip port; 1]

additional-from-auth yes or no ; ]
additional-from-cache yes or no ; ]
random-device path name ; ]
max-cache-size size spec ; 1]
match-mapped-addresses yes or no; ]
preferred-glue ( A | AAAA [ NONE ); ]
edns-udp-size number; |
root-delegation-only [ exclude { namelist } ] ; ]
querylog yes or no ; 1
disable-algorithms domain { algorithm; [ algorithm; ] }; ]
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Table 6-6 through Table 6-15 describe the BIND server configuration options.

Table 6-6 BIND Server Configuration Options

Option Description

version The version the server should report using a query of name
version.bind in class CHAOS. The default is the real
version number of this server.

(continued on next page)
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Table 6-6 (Cont.) BIND Server Configuration Options

Option Description

directory The working directory of the server. Any nonabsolute
path names in the configuration file is assumed to be
relative to this directory. The default location for the server
output file (TCPIP$BIND_RUN.LOG) is this directory. If
a directory is not specified, the working directory defaults
to SYS$SPECIFIC:[TCPIP$BIND]. If you are configuring
a BIND failover environment in an OpenVMS Cluster, the
working directory is defined by the logical TCPIP$BIND _
COMMON.

key-directory When performing dynamic update of secure zones, the
directory where the public and private key files should be
found, if different than the current working directory. The
directory specified must be an absolute path.

named-xfer This option is obsolete. It was used in BIND 8 to specify
the path name to the named-xfer program. In BIND 9, no
separate named-xfer program is needed; its functionality
is built into the name server.

tkey-domain The domain appended to the names of all shared keys
generated with TKEY. When a client requests a TKEY
exchange, it may or may not specify the desired name for
the key. If present, the name of the shared key is formatted
as follows:

"client specified part" + "tkey-domain"

If it is not present, the name of the shared key is formatted
as follows:

"random hex digits" + "tkey-domain"

In most cases, the domain name should be the server’s
domain name.

tkey-dhkey The Diffie-Hellman key used by the server to generate
shared keys with clients using the Diffie-Hellman mode
of TKEY. The server must be able to load the public and
private keys from files in the working directory. In most
cases, the key name should be the server’s host name.

dump-file The path name of the file the server dumps the database to
when instructed to do so with the rndc dumpdb command.
If not specified, the default is TCPIP$BIND_DUMP.DB.

memstatistics-file The path name of the file the server writes memory
usage statistics to on exit. If not specified, the default
is TCPIP$BIND.MEMSTATS.

pid-file The path name of the file in which the server writes its
process ID.If the path name is not specified, the default
is TCPIP$BIND.PID. The PID file is used by programs
that want to send signals to the running name server.
Specifying pid-file none disables the use of a PID file - no
file will be written and any existing one will be removed.
Note that none is a keyword, not a file name, and therefore
is not enclosed in double quotes.

(continued on next page)
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Table 6-6 (Cont.) BIND Server Configuration Options

Option

Description

statistics-file

port

preferred-glue

root-delegation-only

disable-algorithms

dnssec-lookaside

dnssec-must-be-secure

random-device

The path name of the file to which the server appends
statistics when instructed to do so with the rndc
stats command. If not specified, the default is
TCPIP$BIND.STATS in the server’s current directory.
The format of the file is described in Section 6.5.3.7.16.

The UDP/TCP port number the server uses for receiving
and sending DNS protocol traffic. The default is 53. This
option is intended mainly for server testing; a server using
a port other than 53 cannot communicate with the global
DNS.

If specified the listed type (A or AAAA) will be emitted
before other glue in the additional section of a query
response. The default is not to preference any type (NONE).

Turn on enforcement of delegation-only in TLDs and root
zones with an optional exclude list. Note some TLDs
are NOT delegation only (e.g. "DE", "LV", "US" and
"MUSEUM").

options

root-delegation-
only exclude { "de"; "lv"; "us"; "museunm"; };

]

Disable the specified DNSSEC algorithms at and below the
specified name. Multiple disable-algorithms statements are
allowed. Only the most specific will be applied.

When set dnssec-lookaside provides the validator with an
alternate method to validate DNSKEY records at the top of
a zone. When a DNSKEY is at or below a domain specified
by the deepest dnssec-lookaside, and the normal dnssec
validation has left the key untrusted, the trust-anchor

will be append to the key name and a DLV record will be
looked up to see if it can validate the key. If the DLV record
validates a DNSKEY (similarly to the way a DS record
does) the DNSKEY RRset is deemed to be trusted.

Specify heirachies which must or may not be secure (signed
and validated). If yes, then the BIND server will only
accept answers if they are secure. If no, then normal
dnssec validation applies allowing for insecure answers

to be accepted. The specified domain must be under a
trusted-key or dnssec-lookaside must be active.

The source of entropy to be used by the server. Entropy
is needed primarily for DNSSEC operations, such as
TKEY transactions and dynamic update of signed zones.
This option specifies the file from which to read entropy.
Operations requiring entropy fail when the file has been
exhausted. If this option is not specified, entropy does not
take place.

The random-device option takes effect during the initial
configuration load at server startup time and is ignored on
subsequent reloads.
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6.5.3.7.1 Boolean Options Table 6-7 describes the Boolean BIND server
configuration options.

Table 6-7 BIND Server Boolean Configuration Options

Option Description

auth-nxdomain If YES, then the AA bit is always set on NXDOMAIN
responses, even if the server is not actually authoritative.

The default is NO. This is a change from BIND Version 8.
If you are upgrading from old software, you might need to
set this option to YES.

deallocate-on-exit This option was used in BIND Version 8 to enable checking
for memory leaks on exit. BIND Version 9 ignores this
option and always performs the checks.

(continued on next page)
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Table 6—7 (Cont.) BIND Server Boolean Configuration Options

Option

Description

dialup

fake-iquery

flush-zones-on-
shutdown
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If YES, then the server treats all zones as if they are doing
zone transfers across a dial-on-demand dialup link, which
can be brought up by traffic originating from this server.
This has different effects according to zone type, and it
concentrates the zone maintenance so that it all happens
in a short interval, once every heartbeat-interval and
during the one call. It also suppresses some of the normal
zone maintenance traffic. The default is NO.

The dialup option can also be specified in the view and
zone statements. In these cases, it overrides the global
dialup option.

If the zone is a master zone then the server will send

out a NOTIFY request to all the slaves (default). This
should trigger the zone serial number check in the slave
(providing it supports NOTIFY) allowing the slave to verify
the zone while the connection is active. The set of servers
to which NOTIFY is sent can be controlled by notify and
also-notify.

If the zone is a slave or stub zone, then the server will
suppress the regular "zone up to date" (refresh) queries and
only perform them when the heartbeat-interval expires in
addition to sending NOTIFY requests.

Finer control can be achieved by using notify which only
sends NOTIFY messages, notify-passive which sends
NOTIFY messages and suppresses the normal refresh
queries, refresh which suppresses normal refresh processing
and sends refresh queries when the heartbeat-interval
expires, and passive, which just disables normal refresh
processing. Note that normal NOTIFY processing is not
affected by dialup.

Heart-
Dialup Normal Heart-beat beat
Mode Refresh Refresh Notify
no (default) yes no no
yes no yes yes
notify yes no yes
refresh no yes no
passive no no no
notify-passive no no yes

In BIND 8, this option enabled simulating the obsolete
DNS query type IQUERY. BIND 9 never does IQUERY
simulation.

When the nameserver exits due to receiving SIGTERM,
flush or do not flush any pending zone writes. The default
is f1lush-zones-on-shutdown no.

(continued on next page)
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Table 6—7 (Cont.) BIND Server Boolean Configuration Options

Option

Description

fetch-glue

has-old-clients

host-statistics

maintain-ixfr-base

minimal-responses

multiple-cnames

notify

recursion

rfc2308-typel

This option is obsolete. In BIND Version 8, this option
caused the server to attempt to fetch glue resource records
it lacked when constructing the additional data section of a
response. In BIND Version 9, the server does not fetch glue
resource records.

This option was incorrectly implemented in BIND Version 8
and is ignored by BIND Version 9.

In BIND Version 8, this option enabled the keeping of
statistics for every host with which the name server
interacts. This option is not implemented in BIND Version
9.

This option is obsolete. It was used in BIND Version

8 to determine whether a transaction log was kept for
incremental zone transfers. BIND Version 9 maintains

a transaction log whenever possible. To disable outgoing
incremental zone transfers, set the provide-ixfr option
to NO. See Section 6.5.3.8 for more information.

Specifies that when the server generates responses, it adds
records to the authority and additional data sections only
when they are required (for example, for delegations and
negative responses). This might improve the performance
of the server. The default is NO.

This option was used in BIND Version 8 to allow a domain
name to allow multiple CNAME records in violation of
the DNS standards. BIND Version 9 strictly enforces the
CNAME rules, both in master files and dynamic updates.

Sends DNS NOTIFY messages when a zone changes for
which the server is authoritative (see Section 6.5.5). The
messages are sent to the servers listed in the zone's NS
records (except the master server identified in the SOA
MNAME field) and to any servers listed in the also-
notify option. If this option is explicitly set (the default),
notifications are sent only to servers explicitly listed using
also-notify. If it is set to NO, notifications are not sent.

The notify option can also be specified in the zone
statement. This overrides the notify option in the
options statement.

When a DNS query requests recursion, specifies that

the server will attempt to do all the work required to
answer the query. If the recursion option is off and the
server does not already know the answer, it returns a
referral response. The default is YES. Note that setting
the recursion option to NO does not prevent clients
from getting data from the server’s cache; it only prevents
new data from being cached as an effect of client queries.
Caching can still occur as an effect of the server’s internal
operation, such as NOTIFY address lookups.

Setting this option to YES causes the server to send NS
records along with the SOA record for negative answers.
The default is NO.

This option is not yet implemented.
(continued on next page)
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Table 6—7 (Cont.) BIND Server Boolean Configuration Options

Option

Description

use-id-pool

zone-statistics

use-ixfr

treat-cr-as-space

6-32 Configuring and Managing BIND Version 9

This option is obsolete. BIND Version 9 always allocates
query IDs from a pool.

Collects statistical data on all zones in the server (unless
specifically turned off on a per-zone basis by specifying
zone-statistics no in the zone statment).

This option is obsolete. If you need to disable IXFR to a
particular server, see the information about the provide-
ixfr option in Section 6.5.3.8.

This option was used in BIND 8 to make the server treat
carriage return characters the same way as a space or tab
character—to facilitate loading of zone files. In BIND 9,
these characters are always accepted and the option is
ignored.

(continued on next page)
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Table 6—7 (Cont.) BIND Server Boolean Configuration Options

Option

Description

additional-from-auth
additional-from-cache

match-mapped-addresses

These options control the behavior of an authoritative
server when answering queries that have additional data or
when following CNAME and DNAME chains.

When both of these options are set to YES (the default)
and a query is being answered from authoritative data

(a zone configured into the server), the additional data
section of the reply is filled in using data from other
authoritative zones and from the cache. In some situations
this is undesirable, such as when there is concern over the
correctness of the cache, or in servers where slave zones
can be added and modified by untrusted third parties.
Also, avoiding the search for this additional data speeds
up server operations at the possible expense of additional
queries to resolve what otherwise would be provided in the
additional section.

For example, if a query asks for an MX record for host
FOO.EXAMPLE.COM, the following record is found:

MX 10 mail.example.net

The address records (A and AAAA) for
MAIL.EXAMPLE.NET are provided as well, if they are
known, even though they are not in the example.com zone.

Setting these options to NO disables this behavior and
makes the server only search for additional data in the
zone it answers from.

These options are intended for use in authoritative-only
servers or in authoritative-only views. If you attempt to set
these options to NO without also specifying recursion no,
the server ignores the options and log a warning message.

Specifying additional-from-cache no disables the

use of the cache not only for additional data lookups, but
also when looking up the answer. This is usually the
desired behavior in an authoritative-only server where the
correctness of the cached data is an issue.

When a name server is nonrecursively queried for a name
that is not below the apex of any served zone, it normally
answers with an “upward referral” to the root servers or
to the servers of some other known parent of the query
name. Because the data in an upward referral comes from
the cache, the server cannot provide upward referrals when
additional-from-cache no has been specified. Instead,
the server responds to such queries with “REFUSED.” This
should not cause any problems, because upward referrals
are not required for the resolution process.

When this option is set, an IPv4-mapped IPv6 address
matches any address match list entries that match the
corresponding IPv4 address. Use of this option is not
necessary on OpenVMS systems.

(continued on next page)
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Table 6—7 (Cont.) BIND Server Boolean Configuration Options

Option

Description

ixfr-from-differences

multi-master

dnssec-enable

querylog

check-names

When ’yes’ and the server loads a new version of a master
zone from its zone file or receives a new version of a slave
file by a non-incremental zone transfer, it will compare
the new version to the previous one and calculate a set of
differences. The differences are then logged in the zone’s
journal file such that the changes can be transmitted to
downstream slaves as an incremental zone transfer.

By allowing incremental zone transfers to be used for non-
dynamic zones, this option saves bandwidth at the expense
of increased CPU and memory consumption at the master.
In particular, if the new version of a zone is completely
different from the previous one, the set of differences will
be of a size comparable to the combined size of the old and
new zone version, and the server will need to temporarily
allocate memory to hold this complete difference set.

This should be set when you have multiple masters for a
zone and the addresses refer to different machines. If 'yes’
BIND will not log when the serial number on the master is
less than what named currently has. The default is no.

Enable DNSSEC support in the BIND Server. Unless set to
yes BIND behaves as if it does not support DNSSEC. The
default is no.

Specify whether query logging should be started when the
BIND server starts. If querylog is not specified then the
query logging is determined by the presence of the logging
category queries.

This option is used to restrict the character set and syntax
of certain domain names in master files and/or DNS
responses received from the network. The default varies
according to usage area. For master zones the default

is fail. For slave zones the default is warn. For answer
received from the network (response) the default is ignore.

The rules for legal hostnames/mail domains are derived
from RFC 952 and RFC 821 as modified by RFC 1123.

check-names applies to the owner names of A, AAAA, and
MX records. It also applies to the domain names in the
RDATA of NS, SOA and MX records. It also applies to the
RDATA of PTR records where the owner name indicated
that it is a reverse lookup of a hostname. The owner name
ends in IN-ADDR.ARPA, IP6.ARPA, IP6.INT.

6.5.3.7.2 Forwarding Options The forwarding facility helps you create a large,
sitewide cache on a few servers, thereby reducing traffic over links to external
name servers. It can also be used to allow queries by servers that do not have
direct access to the Internet but that want to look up exterior names anyway.
Forwarding occurs only on those queries for which the server is not authoritative
and does not have the answer in its cache.

Table 6-8 describes the forwarding options.
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Table 6-8 Forwarding Options

Option Description

forward Meaningful only if the forwarders list is not empty. A
value of first (the default) causes the server to query the
forwarders first, and if that does not answer the question,
the server then looks for the answer itself. If only is
specified, the server queries only the forwarders.

forwarders Specifies the IP addresses to be used for forwarding. The
default is the empty list (no forwarding).

Forwarding can also be configured on a per-domain basis, allowing for the global
forwarding options to be overridden in a variety of ways. You can set particular
domains to use different forwarders, or have a different forward only/first
behavior, or not to forward at all. See Section 6.5.3.11 for more information.

6.5.3.7.3 Dual-stack Servers Dual-stack servers are used as servers of last
resort to work around problems in reachability due the lack of support for either
IPv4 or IPv6 on the host machine.

Table 6-9 describes the dual-stack server options.

Table 6-9 Dual-stack Server Options

Option Description

dual-stack-servers Specifies host names/addresses of machines with access
to both IPv4 and IPv6 transports. If a hosthame is used
the server must be able to resolve the name using only the
transport it has.

6.5.3.7.4 Access Control Options Access to the server can be restricted based
on the IP address of the requesting system. See Section 6.5.2 for details on how
to specify IP address lists.

Table 6-10 describes the access control options.

Table 6-10 Access Control Options

Option Description

allow-notify Specifies which hosts are allowed to notify this server, a
slave, of zone changes in addition to the zone masters. The
allow-notify option can also be specified in the zone
statement; in this case, it overrides the allow-notify
option in the options statement. The allow-notify
option is meaningful only for a slave zone. If this option is
not specified, the default is to process notify messages from
only a zone's master.

allow-query Specifies which hosts are allowed to ask ordinary DNS
questions. The allow-query option can also be specified
in the zone statement; in this case, it overrides the allow-
query option in the options statement. If this option is
not specified, the default is to allow queries from all hosts.

(continued on next page)
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Table 6-10 (Cont.) Access

Control Options

Option

Description

allow-recursion

allow-update-
forwarding

allow-v6-synthesis

allow-transfer

blackhole

Specifies which hosts are allowed to make recursive queries
through this server. If this option is not specified, the
default is to allow recursive queries from all hosts. Note
that disallowing recursive queries for a host does not
prevent the host from retrieving data that is already in the
server’s cache.

Specifies which hosts are allowed to submit Dynamic DNS
updates to slave zones to be forwarded to the master.

The default is { none; }, which means that no update
forwarding will be performed. To enable update forwarding,
specify allow-update-forwarding { any; j;. Specifying
values other than {none; } or { any; | is usually
counterproductive, since the responsibility for update access
control should rest with the master server, not the slaves.

Note that enabling the update forwarding feature on a
slave server may expose master servers relying on insecure
IP address based access control to attacks.

This option was introduced for the smooth transition from
AAAA to A6 and from "nibble labels" to binary labels.
However, since both A6 and binary labels were then
deprecated, this option was also deprecated. It is now
ignored with some warning messages.

Specifies which hosts are allowed to receive zone transfers
from the server. The allow-transfer option can also be
specified in the zone statement; in this case, it overrides
the allow-transfer statement in the options statment.
If this option is not specified, the default is to allow
transfers to all hosts.

Specifies a list of addresses from which the server will not
accept queries or will not use to resolve a query. The server
will not respond queries from these addresses. The default
is NONE.

6.5.3.7.5 Interfaces Options The interfaces and ports from which the server
answers queries can be specified using the listen-on options. Table 6-11
describes the listen-on options.
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Table 6-11 Interfaces Options

Option

Description

listen-on

listen-on-vé

Specifies the port for listening for queries sent using 1Pv4
addresses.

The listen-on option takes an optional port number

and an address _match list. The server listens on all
interfaces allowed by the address match list. If a port is not
specified, port 53 is used.

Multiple 1isten-on statements are allowed. For example:

listen-on { 5.6.7.8; };
listen-on port 1234 { !1.2.3.4; 1.2/16; };

These statements enable the name server on port 53 for the
IP address 5.6.7.8, and on port 1234 of an address on the
machine in net 1.2 that is not 1.2.3.4.

If the 1isten-on option is not specified, the server listens
on port 53 on all interfaces.

Specifies the interfaces and the ports on which the server
will listen for incoming queries sent using IPv6.

When { any; } is specified as the address match list
for the listen-on-v6 option, the server does not bind a
separate socket to each IPv6 interface address as it does for
IPv4. Instead, it listens on the IPv6 wildcard address.

A list of particular IPv6 addresses can also be specified, in
which case the server listens on a separate socket for each
specified address, regardless of whether the desired API is
supported by the system.

Multiple listen-on-v6 options can be used. For example,

listen-on-vé { any; };

listen-on-vé port 1234 { 12001:db8::/32; any; };

will enable the name server on port 53 for any IPv6
addresses (with a single wildcard socket), and on port 1234
of IPv6 addresses that is not in the prefix 2001:db8::/32
(with separate sockets for each matched address.)

To make the server not listen on any IPv6 address, use

listen-on-vé { none; };

If no listen-on-v6 option is specified, the server will not
listen on any IPv6 address.

6.5.3.7.6 The Query Address Options If the server does not know the answer
to a question, it queries other name servers. The query address options allow you
to specify the address and port for these queries.

Table 6-12 describes the query address options.

Configuring and Managing BIND Version 9 6-37



Configuring and Managing BIND Version 9

6.5 Configuring the BIND Server

Table 6-12 Query Address Options

Option

Description

query-source

query-source-veé

Specifies the 1Pv4 address and port used for such queries.
If the address is a wildcard character or is omitted, a
wildcard IP address (INADDR_ANY) is used. If the port is
a wildcard character or is omitted, a random unprivileged
port is used. avoid-v4-udp-ports and avoid-v6-udp-ports can
be used to prevent named from selecting certain ports. The
default is:

query-source address * port *;

Specifies the 1Pv6 address and port used for such queries.
The default is:

query-source-vé6 address * port *

The address specified in the query-source option is used for both UDP and TCP
queries, but the port applies only to UDP queries. TCP queries always use a

random, unprivileged port.

6.5.3.7.7 Zone Transfer Options BIND includes mechanisms to facilitate zone
transfers and to limit the amount of load that transfers place on the system.
Table 6-13 describes the zone transfer options.

Table 6-13 Zone Transfer Options

Option

Description

also-notify

max-transfer-time-in

max-transfer-idle-in

max-transfer-time-out

max-transfer-idle-out

alt-transfer-source
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Defines a global list of IP addresses of name servers that
are also sent NOTIFY messages whenever a fresh copy
of the zone is loaded, in addition to the servers listed in
the zone’s NS records. This helps to ensure that copies
of the zones will quickly converge on stealth servers. If
an also-notify list is given in a zone statement, that
list overrides the also-notify options in the options
statement. When a zone notify statement is set to NO,
the IP addresses in the global also-notify list are not
sent NOTIFY messages for that zone. The default is the
empty list (no global notification list).

Inbound zone transfers running longer than this many
minutes are terminated. The default is 120 minutes (2
hours). The maximum value is 28 days (40320 minutes).

Inbound zone transfers making no progress in this many
minutes are terminated. The default is 60 minutes. The
maximum value is 28 days (40320 minutes).

Outbound zone transfers running longer than this many
minutes are terminated. The default is 120 minutes. The
maximum value is 28 days (40320 minutes).

Outbound zone transfers making no progress in this many
minutes are terminated. The default is 60 minutes. The
maximum value is 28 days (40320 minutes).

An alternate transfer source if the one listed in transfer-
source fails and use-alt-transfer-source is set.
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Table 6-13 (Cont.) Zone Transfer Options

Option

Description

alt-transfer-source-vé6

use-alt-transfer-
source

serial-query-rate

serial-queries

transfer-format

transfers-in

transfers-out

transfers-per-ns

An alternate transfer source if the one listed in transfer-
source-v6 fails and use-alt-transfer-source is set.

Use the alternate transfer sources or not. If views are
specified this defaults to no otherwise it defaults to yes (for
BIND 8 compatibility).

Slave servers periodically query master servers to find out
whether zone serial numbers have changed. Each such
qguery uses a minute amount of the slave server’s network
bandwidth. To limit the amount of bandwidth used, BIND
9 limits the rate at which queries are sent. The value of
the serial-query-rate option is the maximum number
of queries sent per second. The default is 20.

In BIND 8, this option set the maximum number of
concurrent serial number queries allowed to be outstanding
at any given time. BIND 9 does not limit the number

of outstanding serial queries and ignores the serial-
queries option. Instead, it limits the rate at which the
queries are sent as defined by the serial-query-rate
option.

Specifies whether zone transfers are sent using the
one-answer format or the many-answers format. The
transfer-format option is used on the master server to
determine which format it sends. When set to one-answer,
it uses one DNS message per resource record transferred.
When set to many-answers, it packs as many resource
records as possible into a message. many-answers is more
efficient, but it is supported only by relatively new slave
servers, such as BIND Version 9, BIND Version 8, and later
versions of BIND Version 4. The default is many-answers.

The transfer-format option can be overridden on a
per-server basis by using the server statement.

Specifies the maximum number of inbound zone transfers
that can be running concurrently. The default value is 10.
Increasing the transfers-in value might speed up the
convergence of slave zones, but it also might increase the
load on the local system.

Specifies the maximum number of outbound zone transfers
that can be running concurrently. Zone transfer requests in
excess of the limit are refused. The default value is 10.

Specifies the maximum number of inbound zone transfers
that can be concurrently transferring from a given remote
name server. The default value is 2. Increasing the value
of the transfers-per-ns option might speed up the
convergence of slave zones, but it also might increase
the load on the remote name server. This option can be
overridden on a per-server basis by using the transfers
phrase of the server statement.

(continued on next page)
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Table 6-13 (Cont.) Zone Transfer Options

Option Description

transfer-source Determines which local address is bound to 1Pv4 TCP
connections used to fetch zones transferred inbound by the
server. It also determines the source IPv4 address and,
optionally, the UDP port used for the refresh queries and
forwarded dynamic updates. If not set, this option defaults
to a system-controlled value, which is usually the address
of the interface closest to the remote end. This address
must appear in the remote end’'s allow-transfer option
for the zone being transferred, if one is specified. This
statement sets the transfer source for all zones, but it can
be overridden on a per-view or per-zone basis by including
a transfer-source statement within the view or zone
statement in the configuration file.

transfer-source-vé Determines which local address is bound to IPv6 TCP
connections used to fetch zones transferred inbound by the
server. This is the same as the transfer-source option,
except zone transfers are performed using IPv6.

notify-source Determines which local source address and, optionally, UDP
port is used to send NOTIFY messages. This address must
appear in the slave server’s masters clause in the zone
statement or in an allow-notify clause.

This statement sets the notify-source for all zones, but
it can be overridden on a per-zone or per-view basis by
including a notify-source statement within the zone or
view statement in the configuration file.

notify-source-vé Determines which local source address and, optionally,
UDP port is used to send NOTIFY messages. This option
is identical to notify-source, but it applies to NOTIFY
messages sent to IPv6 addresses.

6.5.3.7.8 Bad UDP Port Lists avoid-v4-udp-ports and avoid-vé6-udp-ports
specify a list of IPv4 and IPv6 UDP ports that will not be used as system assigned
source ports for UDP sockets. These lists prevent the BIND server from choosing
as its random source port a port that is blocked by your firewall. If a query went
out with such a source port, the answer would not get by the firewall and the
name server would have to query again.

6.5.3.7.9 Server Resource Limits Table 6-14 describes options that limit the
server’s resource consumption and are enforced internally by the server rather
than by the operating system.

Table 6-14 Server Resource Limit Options

Option Description
max-ixfr-log-size This option is obsolete; it is accepted and ignored.
max-journal-size Sets a maximum size for each journal file (see

Section 6.5.7.1). When the journal file approaches the
specified size, some of the oldest transactions in the journal
will be automatically removed. The default is unlimited.

(continued on next page)
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Table 6-14 (Cont.) Server Resource Limit Options

Option

Description

host-statistics-max

recursive-clients

tcp-clients

max-cache-size

tcp-listen-queue

In BIND 8, specifies the maximum number of host statistic
entries to be kept. Not implemented in BIND 9.

Specifies the maximum number of simultaneous recursive
lookups the server performs on behalf of clients. The
default is 1000. Because each recursing client uses about
20 kilobytes of memory, the value of the recursive-
clients option might have to be decreased on hosts with
limited memory.

Specifies the maximum number of simultaneous client TCP
connections that the server accepts. The default is 100.

Specifies the maximum amount of memory (in bytes) to
use for the server’s cache. When the amount of data in
the cache reaches this limit, the server causes records to
expire prematurely so that the limit is not exceeded. In
a server with multiple views, the limit applies separately
to the cache of each view. The default is unlimited, which
means that records are purged from the cache only when
their TTL (time-to-live) values expire.

The listen queue depth. The default and minimum is 3.
Values less than 3 will be silently raised.

6.5.3.7.10 Periodic Task Intervals Options Table 6-15 describes the options
that control the intervals for periodic tasks.

Table 6-15 Periodic Task Intervals Options

Option

Description

cleaning-interval

heartbeat-interval

interface-interval

statistics-interval

The server removes expired resource records from the cache
every cleaning-interval minutes. The default is 60
minutes. The maximum value is 28 days (40320 minutes).
If set to 0, periodic cleaning does not occur.

The server performs zone maintenance tasks for all zones
marked as dialup whenever this interval expires. The
default is 60 minutes.

Reasonable values are up to 1 day (1440 minutes). The
maximum value is 28 days (40320 minutes). If set to 0, no
zone maintenance for these zones will occur.

The server scans the network interface list every interface-
interval minutes. The default is 60 minutes.

The maximum value is 28 days (40320 minutes). If set to
0, interface scanning will only occur when the configuration
file is loaded. After the scan, the server will begin listening
for queries on any newly discovered interfaces (provided
they are allowed by the 1isten-on configuration), and will
stop listening on interfaces that have gone away.

Name server statistics are logged every statistics-interval
minutes. The default is 60. The maximum value is 28 days
(40320 minutes). If set to 0, no statistics will be logged.

This option is not yet implemented.
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6.5.3.7.11 The TOPOLOGY Statement When the server chooses a name server
to query from a list of name servers, it prefers the one that is topologically closest
to itself. The topology statement takes an address match list and interprets it
in a special way. Each top-level list element is assigned a distance. Nonnegated
elements get a distance based on their position in the list; the closer the match
is to the start of the list, the shorter the distance between it and the server. A
negated match is assigned the maximum distance from the server. If there is

no match, the address gets a distance that is further than any nonnegated list
element and closer than any negated element. For example:

topology {

10/8;

11.2.3/24;

{ 1.2/16; 3/8; };
The example configuration prefers servers on network 10 the most, followed by
hosts on network 1.2.0.0 (netmask 255.255.0.0) and network 3, with the exception
of hosts on network 1.2.3 (netmask 255.255.255.0), which is the least preferred.
The default topology is:

topology { localhost; localnets; };

Note

The topology statement is not implemented in BIND Version 9.

6.5.3.7.12 The SORTLIST Statement The response to a DNS query can consist
of multiple resource records (RRs) forming a resource record set (RRset). The
name server normally returns the RRs within the RRset in an indeterminate
order. (See Section 6.5.3.7.13.)

The client resolver code should rearrange the RRs as appropriate, that is, by
using any addresses on the local network in preference to other addresses.
However, not all resolvers can do this or are correctly configured. When a client
is using a local server the sorting can be performed in the server, based on the
client’'s address. This requires configuring only the name servers, not all the
clients.

The sortlist statement takes an address match list and interprets it even more
specifically than the topology statement does (see Section 6.5.3.7.11). Each top-
level statement in the sortlist must itself be an explicit address match list with
one or two elements. The first element (which can be an IP address, an IP prefix,
an ACL name, or a nested address match list) of each top-level list is checked
against the source address of the query until a match is found.

Once the source address of the query is matched, if the top-level statement
contains only one element, the actual primitive element that matched the source
address is used to select the address in the response to move to the beginning of
the response. If the statement is a list of two elements, then the second element
is treated the same as the address match list in a topology statement. Each
top-level element is assigned a distance and the address in the response with the
minimum distance is moved to the beginning of the response.
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Example 1

In the following example, any queries received from any of the addresses of the
host itself gets responses that prefer addresses on any of the locally connected
networks. The next-most-preferred are addresses on the 192.168.1/24 network,
and after that either the 192.168.2/24 or 192.168.3/24 network with no preference
shown between these two networks. Queries received from a host on the
192.168.1/24 network prefers other addresses on that network to the 192.168.2/24
and 192.168.3/24 networks. Queries received from a host on the 192.168.4/24 or
the 192.168.5/24 network prefer only other addresses on their directly connected
networks.

sortlist {
{ localhost; // IF the local host
{ localnets; // THEN first fit on the
192.168.1/24; // following nets
{ 192.168.2/24; 192.168.3/24; }; }; };
{ 192.168.1/24; // IF on class C 192.168.1
{ 192.168.1/24; // THEN use .1, or .2 or .3
{ 192.168.2/24; 192.168.3/24; }; }; };
{ 192.168.2/24; // IF on class C 192.168.2
{ 192.168.2/24; // THEN use .2, or .1 or .3
{ 192.168.1/24; 192.168.3/24; }; }; };
{ 192.168.3/24; // IF on class C 192.168.3
{ 192.168.3/24; // THEN use .3, or .1 or .2

{ 192.168.1/24; 192.168.2/24; }; }; };
{ { 192.168.4/24; 192.168.5/24; }; // if .4 or .5, prefer that net

}i

Example 2

The following example illustrates reasonable behavior for the local host and for
hosts on directly connected networks. This behavior is similar to that of the
address sort in BIND Version 4. Responses sent to queries from the local host
favor any of the directly connected networks. Responses sent to queries from
any other hosts on a directly connected network prefer addresses on that same
network. Responses to other queries are not sorted.

sortlist {
localhost; localnets; };
localnets; };

}i

6.5.3.7.13 RRset Ordering When multiple records are returned in an answer,
it might be useful to configure the order of the records placed into the response.
The rrset-order statement permits configuration of the ordering of the records
in a multiple-record response.

An order_spec is defined as follows:

[ class class name ][ type type name ][ name "domain name"]
order ordering

If no class is specified, the default is ANY. If no type is specified, the default is
ANY. If no name is specified, the default is wildcard.

The legal values for ordering are:
= fixed (Records are returned in the order they are defined in the zone file.)
< random (Records are returned in random order.)

e cyclic (Records are returned in round-robin order.)

Configuring and Managing BIND Version 9 6-43



Configuring and Managing BIND Version 9
6.5 Configuring the BIND Server

For example:

rrset-order {
class IN type A name "host.example.com" order random;
order cyclic;

I

This example causes any responses for type A records in class IN that have
host.example.com as a suffix to always be returned in random order. All other
records are returned in cyclic order.

If multiple rrset-order statements appear, they are not combined; the last one
applies.

Note

The rrset-order statement is not yet fully implemented. BIND currently
does not support "fixed" ordering.

6.5.3.7.14 Tuning Options Table 6-16 describes the options provided for tuning
the BIND server.

Table 6-16 Tuning Options

Options Description

lame-ttl Sets the number of seconds to cache a lame server
indication. A value of zero disables caching. (This is
not recommended.) The default is 600 (10 minutes); the
maximum value is 1800 (30 minutes).

max-ncache-ttl To reduce network traffic and increase performance, the
server stores negative answers. The max-ncache-ttl
option is used to set a maximum retention time for these
answers in the server in seconds. The default is 10800
seconds (3 hours). The value of max-ncache-ttl cannot
exceed 7 days and is silently truncated to 7 days if set to a
greater value.

max-cache-ttl Sets the maximum time for which the server caches
ordinary (positive) answers. The default is one week (7
days).

min-roots The minimum number of root servers that is required for a

request for the root servers to be accepted. The default is 2.
This option is not yet implemented.

sig-validity-interval Specifies the number of days into the future when
DNSSEC signatures automatically generated as a result of
dynamic updates will expire. (See Section 6.5.7 for more
information.) The default is 30 days. The maximum value
is 10 years (3660 days). The signature inception time is
unconditionally set to one hour before the current time to
allow for a limited amount of clock skew.

(continued on next page)
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Table 6-16 (Cont.) Tuning Options

Options Description

edns-udp-size Sets the advertised EDNS UDP buffer size. Valid values
are 512 to 4096 (values outside this range will be silently
adjusted). The default value is 4096. The usual reason for
setting edns-udp-size to a non default value it to get
UDP answers to pass through broken firewalls that block
fragmented packets and/or block UDP packets that are
greater than 512 bytes.

min-refresh-time Controls the server’s behavior when refreshing a zone
max-refresh-time (querying for SOA changes) or when retrying failed
min-retry-time transfers. Usually the SOA values for the zone are used,
max-retry-time but these values are set by the master, giving slave server

administrators little control over their contents.

These options allow the administrator to set a minimum
and maximum refresh and retry time either per-zone, per-
view, or globally. These options are valid for slave and stub
zones, and clamp the SOA refresh and retry times to the
specified values.

6.5.3.7.15 Built-in Server Information Zone The server provides some helpful
diagnostic information through a number of built-in zones under the pseudo-top-
level-domain bind in the CHAOS class. These zones are part of a built-in view
(see Section 6.2.21) of class CHAOS which is separate from the default view of
class IN; therefore, any global server options such as allow-query do not apply the
these zones. If you feel the need to disable these zones, use the options below, or
hide the built-in CHAOS view by defining an explicit view of class CHAOS that
matches all clients.

Table 6-17 Built-in Server Information Zones

Options Description

version The version the server should report via a query of the
name version.bind with type TXT, class CHAOS. The
default is the real version number of this server. Specifying
version none disables processing of the queries.

hostname The hostname the server should report via a query of the
name hostname.bind with type TXT, class CHAOS. This
defaults to the hostname of the machine hosting the name
server as found by gethostname(). The primary purpose
of such queries is to identify which of a group of anycast
servers is actually answering your queries. Specifying
hostname none; disables processing of the queries.

server-id The ID of the server should report via a query of the
name ID.SERVER with type TXT, class CHAOS. The
primary purpose of such queries is to identify which of
a group of anycast servers is actually answering your
queries. Specifying server-id none; disables processing
of the queries. Specifying server-id hostname; will cause
BIND to use the hostname as found by gethostname ().
The default server-id is none.
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6.5.3.7.16 The Statistics File The statistics file generated by BIND 9 is similar,
but not identical, to that generated by BIND 8.

The statistics dump begins with the following line:
+++ Statistics Dump +++ (973798949)

The number in parentheses is a standard UNIX time stamp, measured as seconds
since January 1, 1970. Following that line are a series of lines containing a
counter type, the value of the counter, a zone name (optional), and a view name
(optional). The lines without view and zone listed are global statistics for the
entire server. Lines with a zone and view name apply to the given view and zone
(the view name is omitted for the default view). The statistics dump ends with
the following line:

--- Statistics Dump --- (973798949)
The time stamp is identical to the one in the beginning line.

Table 6—-18 describes the statistics counters that are maintained.

Table 6-18 Statistics Counters

Counter Description

success The number of successful queries made to the server or
zone. A successful query is defined as query which returns
a NOERROR response with at least one answer RR.

referral The number of queries that resulted in referral responses.

nxrrset The number of queries that resulted in NOERROR
responses with no data.

nxdomain The number of queries that resulted in NXDOMAIN
responses.

recursion The number of queries that caused the server to perform

recursion in order to find the final answer.

failure The number of queries that resulted in a failure response
other than those described in the preceding counters.

Each query received by the server will cause exactly one of success, referral,
nxrrset, nxdomain, or failure to be incremented, and may additionally cause the
recursion counter to be incremented.

6.5.3.8 The SERVER Statement

The server statement defines characteristics to be associated with a remote name
server. The server statement has the following syntax:

server ip addr {
[ bogus yes or no ; 1]
[ provide-ixfr yes or no ; |
[ request-ixfr yes or no ; |
[ edns yes or no ; 1
[ transfers number ; ]
[ transfer-format ( one-answer | many-answers ) ; 1]
[ keys { string ; [ string ; [...]] } ;]

transfer-source (ip4 addr | *) [port ip port] ; |
